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B. Sadanadan, A. M. Rao, A. Bah, and K. Javed

547 Visualization of Ebullient Dynamics in Surfactant Solutions
Juntao Zhang and Raj M. Manglik

548 Heat and Mass Transfer in a Peristaltic Micro Mixer
S. Kumar and A. Beskok

2001 MAX JACOB MEMORIAL AWARD LECTURE
549 Surface Contact—Its Significance for Multiphase Heat Transfer: Diverse

Examples
John C. Chen

TECHNICAL PAPERS
Conduction Heat Transfer

567 Temperature Dependence of Thermal Conductivity Enhancement for
Nanofluids

Sarit Kumar Das, Nandy Putra, Peter Thiesen, and Wilfried Roetzel

Forced Convection

575 Dual Pulsating or Steady Slot Jet Cooling of a Constant Heat Flux
Surface

A. K. Chaniotis, D. Poulikakos, and Y. Ventikos

587 Heat Transfer Between Blockages With Holes in a Rectangular Channel
S. W. Moon and S. C. Lau

595 An Improved Numerical Study of the Wall Effect on Hot-Wire
Measurements

Jun-Mei Shi, Michael Breuer, Franz Durst, and Michael Scha ¨ fer

604 Swirling Effect on Thermal-Fluid Transport Phenomena in a Strongly
Heated Concentric Annulus

Shuichi Torii and Wen-Jei Yang

Journal of
Heat Transfer
Published Bimonthly by The American Society of Mechanical Engineers

VOLUME 125 • NUMBER 4 • AUGUST 2003

„Contents continued on inside back cover …

Downloaded 05 Feb 2011 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000541000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000549000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000567000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000575000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000587000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000595000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000604000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000542000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000543000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000544000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000545000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000546000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000547000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000004000548000001&idtype=cvips


Natural and Mixed Convection

612 Spatial and Temporal Stabilities of Flow in a Natural Circulation Loop: Influences of Thermal Boundary Condition
Y. Y. Jiang and M. Shoji

624 Laminar Natural Convection Heat Transfer in a Differentially Heated Square Cavity Due to a Thin Fin on the Hot
Wall

Xundan Shi and J. M. Khodadadi

Radiative Heat Transfer

635 Effects of Radiative Transfer Modeling on Transient Temperature Distribution in Semitransparent Glass Rod
Zhiyong Wei, Kok-Meng Lee, Serge W. Tchikanda, Zhi Zhou, and Siu-Ping Hong

Evaporation, Boiling, and Condensation

644 Evaporation Heat Transfer in Sintered Porous Media
M. A. Hanlon and H. B. Ma

653 Effect of Fin Geometry on Condensation of R407C in a Staggered Bundle of Horizontal Finned Tubes
H. Honda, N. Takata, H. Takamatsu, J. S. Kim, and K. Usami

Melting and Solidification

661 Melting of a Wire Anode Followed by Solidification: A Three-Phase Moving Interface Problem
S. S. Sripada, Ira. M. Cohen, and P. S. Ayyaswamy

Combustion and Gas Turbine Heat Transfer

669 Heat Transfer Coefficients on the Squealer Tip and Near Squealer Tip Regions of a Gas Turbine Blade
Jae Su Kwak and Je-Chin Han

678 Measurements and Calculations of Spectral Radiation Intensities for Turbulent Non-Premixed and Partially
Premixed Flames

Yuan Zheng, R. S. Barlow, and Jay P. Gore

Bubbles, Particles, and Droplets

687 Bubble Nucleation on Micro Line Heaters
Jung-Yeop Lee, Hong-Chul Park, Jung-Yeul Jung, and Ho-Young Kwak

Porous Media

693 Experimental and Theoretical Modeling of the Effective Thermal Conductivity of Rough Steel Spheroid Packed
Beds

G. Buonanno, A. Carotenuto, G. Giovinco, and N. Massarotti

703 Thermosolutal Convection in a Partly Porous Vertical Annular Cavity
M. Benzeghiba, S. Chikh, and A. Campo

Heat and Mass Transfer

716 Time Scales for Unsteady Mass Transfer From a Sphere at Low-Finite Reynolds Numbers
Stanley J. Kleis and Ivan Rivera-Solorio

724 Evaluation of Combined Heat and Mass Transfer Effect on the Thermoeconomic Optimization of an Air-
Conditioning Rotary Regenerator

Rahim K. Jassim

TECHNICAL NOTES
734 On Natural Convective Heat Transfer in Vertical Channels With a Single Surface Mounted Heat-Flux Module

G. Desrayaud and A. Fichera

739 The Synthetic Kernel „SKN… Method Applied to Thermal Radiative Transfer in Absorbing, Emitting, and
Isotropically Scattering Homogeneous and Inhomogeneous Solid Spherical Medium
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765 Call for Photographs

The ASME Journal of Heat Transfer is abstracted and indexed in the
following:
Applied Science and Technology Index, AMR Abstracts Database, Chemical Abstracts,
Chemical Engineering and Biotechnology Abstracts (Electronic equivalent of Process
and Chemical Engineering), Civil Engineering Abstracts, Compendex (The electronic
equivalent of Engineering Index), Corrosion Abstracts, Current Contents, E & P Health,
Safety, and Environment, Ei EncompassLit, Engineered Materials Abstracts, Engineer-
ing Index, Enviroline (The electronic equivalent of Environment Abstracts), Environment
Abstracts, Environmental Engineering Abstracts, Environmental Science and Pollution
Management, Fluidex, Fuel and Energy Abstracts, Index to Scientific Reviews, INSPEC,
International Building Services Abstracts, Mechanical & Transportation Engineering
Abstracts, Mechanical Engineering Abstracts, METADEX (The electronic equivalent of
Metals Abstracts and Alloys Index), Petroleum Abstracts, Process and Chemical
Engineering, Referativnyi Zhurnal, Science Citation Index, SciSearch (The electronic
equivalent of Science Citation Index), Theoretical Chemical Engineering
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Journal of
Heat Transfer Photogallery

The seventh ‘‘Heat Transfer Photogallery’’ was sponsored by
the K-22 Heat Transfer Visualization Committee for the 2002 In-
ternational Mechanical Engineering Congress and Exhibition~IM-
ECE! in New Orleans, Louisiana, held November 17–22, 2002.
Out of the total 13 presented entries, the peer-reviewed selection
process identified the top seven for publication in the ASMEJour-
nal of Heat TransferAugust issue of 2003. Ballots to choose up to
best eight entries were solicited for those who participated and
visited the Photogallery session at 2002 IMECE. The total twenty-
six ballots were returned and the order of the presentation in this
publication is consistent with the rankings of the final seven based
on the ballot.

The purpose of publishing these photographs is to draw atten-
tion to the innovative features of optical diagnostic techniques and
aesthetic qualities of thermal processes. To focus on visualization,
the text is kept to a minimum and further details should be found
through the listed references or directly from the authors. The
photographs include:~1! Optically-sectionedm-PIV measure-
ments using CLSM@1#, ~2! Behavior of aqueous lithium-bromide
drops in horizontal tube banks@2#, ~3! Low Bond number two-
phase flow regime transition from slug to annular wavy flow in a
microchannel,~4! Microscale bubble nucleation from an artificial
cavity in single microchannel,~5! Thermal transport during nanos-
cale machining by field emission of electrons from carbon nano-
tubes @3#, ~6! Visualization of ebullient dynamics in surfactant
solutions@4#, and~7! Heat and mass transfer in a peristaltic micro
mixer @5#.

My wish is that the journal readers enjoy viewing these collec-
tions, acquire knowledge of the state-of-the-art features poten-
tially applicable for their own research, and also promote their
participation in 2003-IMECE Photogallery session presentation
~refer to the Call for Photogallery for 2003-IMECE announced in
this volume!.
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2001 Max Jacob Memorial Award Lecture

John C. Chen
Carl R. Anderson Professor of Engineering,

Lehigh University,
Bethlehem, PA 18015

Surface Contact—Its Significance
for Multiphase Heat Transfer:
Diverse Examples
The nature and dynamics of surface contacts often govern heat transfer in multiphase
systems. Physical scale, time scale, and intermolecular forces all affect basic mechanisms
of transport between the multiphase medium and a submerged surface. Parameters in one
or more of these domains can be the determining factor for transfer rate and efficiency,
depending on the specific application. Research results for systems as diverse as fluidized
particles and condensing liquids are examined to illustrate this significance. Specifically,
it is shown that for heat transfer to/from surfaces submerged in bubbling fluidized beds,
parameters in time domain are most important. In the case of condensation, it is shown
that substantial enhancement of heat transfer coefficient can be obtained by controlling
parameters in the domain of surface free energies.@DOI: 10.1115/1.1566050#

1 Introduction
Heat transfer between multiphase media and solid surfaces are

encountered in applications as diverse as power generation,
chemical processing, and biological systems. Examples are steam
generators, vapor condensers, two-phase heat exchangers, distilla-
tion reboilers, fluidized bed reactors and combustors, and many
others. In contrast to single-phase systems where basic transport
mechanisms are mostly understood, the mechanisms for transport
in multiphase systems still are mostly being developed. One rea-
son for this is the complexity of interfacial contact at the surface,
which is affected by intermolecular forces, varies with specific
phases, influenced by dimensional scale, and is often of transient
~dynamic!nature. One common cause of this complexity is the
self-determining nature of phasic distribution found in multiphase
media. Whether it’s solid/gas distribution in fluidized media, or
vapor/liquid distribution in two-phase flows, the local concentra-
tion and morphology of individual phases usually are not known a
priori. The hundreds of research papers that are published each
year in leading journals and conference proceedings attest to the
importance of this subject, as well as to its unfinished state of
development.

To design transport systems, engineers use a variety of ap-
proaches ranging over the spectrum from the purely empirical to
the deterministic. From the viewpoint of applications, any ap-
proach~or combination of approaches! is acceptable if it promotes
sound engineering design. Some well-known approaches can be
located along this spectrum, as illustrated in Fig. 1. The placement
of any single approach is a matter of judgment and subject to
personal opinion. For example, one could argue that Fourier’s law
of conduction is a basic principle and should be placed toward the
deterministic end of the spectrum. However, we note that when
Josef Fourier published his treatise in 1822, he described the pro-
portionality between conductive heat flux and temperature gradi-
ent as just an empirical relationship~see Lienhardt@1#!. With bet-
ter understanding of single-phase transport phenomena, more
deterministic approaches are available for such systems, e.g., the
Graetz solution for laminar convection. In contrast, design of mul-
tiphase transport systems currently rely heavily on heuristic expe-

rience, e.g., correlations for boiling curves. Fortunately, if one can
identify the domain of governing parameters for surface contacts
in a specific multiphase system, the difficulty of engineering
design is much lessened. Whether it’s parameters in spatial, time,
energy, or other domains, once recognized we can utilize a
combination of heuristic knowledge and phenomenological mod-
els for engineering design and/or to improve the transport process.
This paper seeks to illustrate this point with examples from two
diverse systems—heat transfer in fluidized beds and dropwise
condensation.

2 Heat Transfer in Fluidized Beds, Significance of
Parameters in Time Domain

2.1 Background. Fluidized bed is a unit operation in which
gas flows upward through a bed of solid particles, suspending the
particles against gravitational body force. The particles may re-
main suspended in the bed for a long residence time~dense-
bubbling fluidized bed! or be transported through the bed with a
short residence time~fast fluidized bed!. In either case, the solid-
gas contact is utilized to promote either physical processes such as
heating/cooling, or chemical processes such as combustion or
catalytic cracking~Kunii and Levenspiel@2#!. In spite of its com-
mercial success, the technology of fluidization still relies heavily

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 16,
2002; revision received January 20, 2003. Associate Editor: V. Dhir.

Fig. 1 Spectrum of phenomenological understanding em-
ployed in engineering design
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on heuristic knowledge with little in way of unifying theories.
Merrow @3# estimates that manufacturing processes that involve
solid particles often reach no more than 60% of their design ca-
pacity, far inferior to processes that deal with single-phase gases
or liquids.

Many fluidized bed applications require thermal control by ex-
traction or addition of thermal energy~e.g., heat removal in flu-
idized combustors!. For this purpose, tubes carrying cooling/
heating fluids are often immersed in the fluidized bed, hence
requiring knowledge of the heat transfer coefficient~h! at the im-
mersed~tube!surfaces for engineering design. Most applications
rely on experimental measurements, which have been reported by
various authors@4–10#. Typical results are illustrated by the
sample data of Ozkaynak and Chen@4# for spherical glass par-
ticles fluidized in ambient air, replotted in Fig. 2. Significant char-
acteristics are:

• Heat transfer coefficient~h! increases steeply as gas velocity
exceeds minimum fluidization velocity (Um f).

• The heat transfer coefficient attains maximum magnitude at
some specific velocity that varies with particle size.

• Beyond the maximum point,h declines slightly with further
increase of gas velocity.

• Absolute magnitude ofh is several fold greater than obtained
by single-phase gas convection at similar velocities.

• The heat transfer coefficient decreases with increasing par-
ticle size.

Heat transfer tubes located vertically in the fluidized bed, as the
case for data of Fig. 2, have axial symmetry due to alignment with
gravitational body force. Tubes located horizontally do not have
such axial symmetry and one finds significant variations of the
local coefficient around the tube circumference. Chandran et al.
@5# reported variations up to 500% inh at different positions on
the tube surface, for a given operating condition.

2.2 Models. To date, there is no universally accepted theory
for the mechanisms of heat transfer in fluidized beds. It is gener-
ally recognized that gaseous convection, conduction through con-
tacting particles, and thermal radiation can all contribute to heat
transfer between the fluidized medium and immersed surfaces.
For most applications, the combined ‘‘convection’’ due to gas and
particles is the major contributor and has been the objective of
predictive models.

A common approach assumes similarity to gaseous convection
and assigns thermal resistance to a boundary layer at the heat
transfer surface@6,8,9–11#. The enhancement found at gas veloci-
ties greater thanUm f is attributed to ‘‘scouring by solid particles,
decreasing the effective film thickness.’’ Models following this

approach attempt to correlate a Nusselt number with the fluid
Prandtl number, a modified Reynolds number and the Archimedes
number, using either the particle diameter (dp) or the tube diam-
eter (dt) as the characteristic length dimension. This approach has
led to dozens of empirical correlations, an example being the cor-
relation of Borodulya et al.@11#,

Nu50.74~Ar!0.1S rs

rg
D 0.14S cps

cpg
D 0.24

~12«!0.67

10.46~RepPrg!
~12«!0.67

«
(1)

where,

Nu[
hdp

kg

Rep[
dprgU

mg

Ar[
gdp

3~rs2rg!

rgn2

«5void fraction, volume fraction gas.

Figure 3, modified from Chen@12#, compares several different
correlations against each other and against a set of experimental
data, for ambient-pressure fluidization of 240-micrometer glass
beads. It is seen that there is very little agreement between the
various correlations and with data, with deviations of order 100%.
A fairly recent model suggested by Molerus and Schweinzer@13#
considers gas convection through the matrix of particles in vicin-
ity of the heat transfer surface. This model resulted in a dimen-
sionless correlation for the Nusselt number in terms of the
Archimedes number and the fluid Prandtl number, at velocities
aboveUm f . This correlation was limited to large particles~i.e.,
Geldart groupD particles!and would significantly under-predict
the data of Fig. 3. While all such empirical, convective correla-
tions are easy to use, their generality is questionable.

A variation of the convective model is that of Martin@14–16#
who proposed an analogy between particle motion in fluidized
beds and random motion of gaseous molecules. Utilizing kinetic
theory of gases, Martin developed a model with just one empirical
parameter to predict heat transfer coefficients in fluidized beds.
Good results were reported when the model was compared with
experimental data from several sources~Martin @16#!. Despite this
success, the kinetic theory analogy has been challenged by inves-
tigators who note that the nature of alternating contacts between
particle emulsion and gas bubbles in fluidized beds is qualitatively
different than that of contact by particles in random motion.

Fig. 2 Example of heat transfer coefficients at surface of ver-
tical tube in bubbling fluidized bed

Fig. 3 Comparison of correlations to experimental data for
heat transfer in bubbling fluidized beds
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For ‘‘large’’ particles, typically with diameters greater than 1
mm, whose thermal response time is long, a contact resistance
approach has been suggested. Such models assume that the aver-
age temperature of particles does not change while in contact with
the heat transfer surface, and thus utilize pseudo-steady-state con-
duction analysis. Adams and Welty@17# analyzed gas convection
enhanced conduction in the interstitial channels between the sur-
face and particles, resulting in numerical solutions for distribution
of Nusselt numbers around horizontal tubes. In a similar vein,
Decker and Glicksman@18# utilized empirical correlations for
convective heat transfer of packed beds to estimate the
convective/conductive transfer of particles on surfaces submerged
in fluidized beds. Clearly, such approaches are unlikely to be valid
for fluidization of small or medium size particles as encountered
in many chemical and combustion applications.

2.3 Mechanisms and Time Domain Effect. Mechanisti-
cally speaking, it is questionable if steady-state convection is an
accurate analogy for heat transfer in fluidized beds. Visual obser-
vations in actively bubbling beds indicate that the particle emul-
sion actually remains fairly static, until disturbed by discrete gas
bubbles rising through the bed. Phenomenologically, the best
model for fluidized bed heat transfer may well be the ‘‘packet
model’’ suggested by Mickley and Fairbanks@19# nearly half a
century ago in 1955. They considered the heat transfer surface to
be alternately contacted by gas bubbles and an emulsion of closely
packed particles~packets!. This leads to a surface renewal process
whereby heat transfer occurs primarily by transient conduction
between the emulsion packets and the surface during periods
when the particle packets reside at the heat transfer surface. One
then would need to know the distribution of packet residence
times and the fraction of total time with packet contact—hence
attention is focused on parameters in the time domain.

Three decades after Mickley and Fairbank’s paper, this basic
concept was experimentally confirmed by researchers who were
able to measure transient variations of particle concentration at
heat transfer surfaces. Surface capacitance sensors with flush
mounted electrodes of the type shown in Fig. 4, redrawn from
Ozkaynak and Chen@20#, utilized the difference of dielectric con-
stants between gas and solids to obtain real-time measurements of
fluctuating particle concentration at surfaces immersed in fluid-
ized beds. With appropriate electronic circuits operating in range
of several hundred kilohertz, such sensors had response times sev-
eral orders of magnitude faster than the characteristic time scale of
particle dynamics.

Figure 5 shows a sample trace obtained by Chandra and Chen
@21#, indicating the transient variation of particle concentration at
sides of a horizontal tube immersed in a fluidized bed of glass
beads~mean diameter of 245 micrometers!, operating at superfi-
cial air velocity of 0.63 m/s~12 times minimum fluidization ve-
locity!. It is seen that the particle concentration is highly dynamic,
varying dramatically over time. It is also seen that the instanta-
neous concentration mostly alternated between almost pure gas
~bubble phase!and high concentration approaching that of packed
beds~emulsion packet phase!. This is the behavior hypothesized
by Mickley and Fairbanks. Such evidence of highly transient con-
tacts lends support to the surface renewal model, where the time
average heat transfer coefficient~h! has proportional contributions
from the bubble phase coefficient (hb) and packet phase coeffi-
cient (hp),

h5~12 f p!hb1~ f p!hp (2)

wheref p is the fraction of time when surface is in contact with the
dense packet phase. Treating the particle packet as a pseudo-
homogeneous medium of solid volume concentration (12«)p
Mickley and Fairbanks’ transient conduction analysis yielded the
following equation for average packet coefficient,

hp52Fkprscps~12«!p

ptp
G1/2

(3)

wheretp is the root-mean residence time of packets at the heat
transfer surface,

tp[F (
i 51

i 5n

~tp! i

(
i 51

i 5n

A~tp! i
G 2

for stochastic number ofn packets.

(4)

If one accepts the fact thathb is small in comparison tohp , then
the Mickley-Fairbank model reduces to the following equation for
effective heat transfer coefficient in bubbling fluidized beds,

h> f php52 f pFkprscps~12«!p

ptp
G1/2

(5)

All parameters in Eq.~5! can be evaluated from properties of the
solid particles and gas, with the exception of the two time-domain
parametersf p and tp . Therein lies the difficulty. These two im-

Fig. 4 Probe for measurement of solid volume fraction at sur-
face of heat transfer tube in fluidized beds
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portant parameters in the time domain depend on the multiphase
fluid dynamics of the fluidized bed and to a large extent are not
known a priori.

Some limited information on these time parameters were ob-
tained using the capacitance-sensors and have been reported in the
open literature. For the case of vertical tubes in bubbling beds,
Ozkanak and Chen@4# found that the probability distribution of
residence times for particle packets is log normal. The root-mean
residence times vary with particle density, particle size, gas prop-
erties, gas velocity and bed geometry. Figure 6 plots some of their
experimental results, showing that the mean residence time (tp)
increases with particle diameter (dp). These data also indicate
exponential decrease of the mean residence time with increasing
excess gas velocity above minimum fluidization velocity,U-Um f .
The latter characteristic is consistent with observations that excess
gas velocity increases bubble frequency, so that packets residing
on the heat transfer surface are more frequently displaced. In a
similar vein, Ozkaynak and Chen@4# reported measurements of
the time fraction when the heat transfer surface is covered by
particle packets (f p), as replotted in Fig. 7. The time fraction is
seen also to increase with particle size, and decrease with excess
gas velocity.

The situation for heat transfer tubes placed horizontally in flu-
idized beds is even more complex and unknown. Measurements of
parameters in the time domain reported by Chandran and Chen
@21# indicate that the absence of axial symmetry causes large
variations in both time-fraction (f p) and residence-time (tp)

around the tube circumference, with resultant variations in the
heat transfer coefficient~h!. These authors attempted correlations
for f p and tp , but recognized that much more data are required
before any general correlations could be realized.

The data of Fig. 6 implies an added complication in the time
domain. With residence times of order,1s, the Fourier modulus
for transient conduction in the particle packets would be of order,

Fo[
kptp

rscps~12«!pdp
2 <O@10# (6)

This magnitude of the Fourier modulus implies that the conduc-
tion waves in the emulsion packets may penetrate distances of
only a few particle diameters during the residence period,tp .
Since packing density of particles is reduced in the first layer of
particles at a solid wall, one should account for the corresponding
reduction of effective thermal conductivity in this near-surface
region. It is therefore desirable to modify the Mickley-Fairbanks’
packet model, originally proposed for emulsion packets with uni-
form voidage and properties. Chandran and Chen@22# obtained
numerical solutions of the transient conduction problem, resulting
in a correction factor (Ck) to account for this variation of thermal
conductivity in the first layer of particles at a surface. An easier
approach is to use effective packet properties, taken at one-half
the penetration depth of the temperature wave for the given oper-
ating condition.

From solution of the transient conduction equation, we find the
penetration depth~j!, defined as the distance into the packet emul-
sion where 90% of the temperature change is obtained in resi-
dence timetp , to be given by

erfS j

2
AaptpD50.9

j>2.32Aaptp (7)

where

ap[
kp

rscps~12«p!
. (8)

At positions within one particle diameter of the heat transfer sur-
face, we can use an approximation of the local void fraction by fit
to the results of Kubie and Broughton@23#,

«x5122.04~12«p!S x

dp
D S 120.51S x

dp
D D . (9)

At positions greater than onedp from the surface, the local void
fraction and packet properties are equal to the values at bulk
emulsion voidage,«p . It is suggested that the packet model of
Mickley and Fairbanks be modified for cases wherej/2,dp by
taking effective thermal conductivity of the emulsion packet at

Fig. 5 Capacitance signal of particle concentrations at heat
transfer surface in bubbling fluidized bed

Fig. 6 Residence times of particle packets at surface of heat
transfer tube in bubbling fluidized bed

Fig. 7 Fraction of time with particle packets at local position
on heat transfer surface in bubbling fluidized bed
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position of j/2. By correlation of results presented by Kunii and
Smith @24# for packed media with stationary fluid, in the range of
interest,

kp5akgS ks

kg
D b

a53.522.5« (10)

b50.4620.46«

where, forj/2>dp ,

«5«p , the bulk void fraction in emulsion packet,
(11)

approximately equal to« at Um f ,

and forj/2,dp ,

«5122.04~12«p!S j/2

dp
D S 120.51S j/2

dp
D D . (12)

The modified ‘‘packet model’’ is then given by Eqs.~5, 10, 11, or
12!.

At present time, there are insufficient measurements of the key
time parametersf p andtp to fully test this model. However, it is
appropriate to ask the question: for cases where the time-domain
parameters are known, can the packet theory accurately predict
heat transfer coefficients? Equation~5! indicates that decreasing
f p and tp has opposite effects on magnitude ofh. Would the
trends indicated in Figs. 6 and 7, when applied to Eqs.~5, 10, 11,
12!, give correct magnitude and trend for the effective heat trans-
fer coefficient,h? To test this issue, we can use the data fortp and
f p shown in Figs. 6 and 7 in equations~5, 10, 11, 12!and compare
the calculated values ofh to the experimentally measured heat
transfer coefficients of Fig. 2. This was done, based on the mean
curves fortp and f p shown in Figs. 6 and 7, respectively. These
values of the time parameters were then utilized in the modified
packet model, equations~5, 10, 11, 12!, to calculate predicted
values for the heat transfer coefficient,h. Results are compared to
experimental values ofh in Fig. 8, over a range of gas velocities
and for two different sizes of particles. While the agreement is not
perfect, the comparison is quite satisfactory. The modified packet
model gives good representation of the magnitudes ofh, as well as
the trends for parametric variations with gas velocity and particle
size. For both size particles, the modified model calculated in-
creasingh as gas velocity exceededUm f , reaching a maximum at
some intermediate velocity, and then decreasing slowly with fur-

ther increases of gas velocity. Comparing Fig. 8 and 3, it is seen
that this modified packet model is substantially better than the
empirical convective models in its ability to calculate effective
heat transfer coefficients for fluidized beds. Of course, additional
comparisons with more extended data would be very desirable.

Based on this limited assessment, we suggest the following
conclusion: Heat transfer to surfaces submerged in bubbling flu-
idized beds is governed by parameters in the time domain, namely
the mean residence time (tp) and the time-fraction of residence
( f p) of emulsion packets at the surface. With information on these
two parameters, the modified packet model can provide predic-
tions of the heat transfer coefficient,h.

2.4 Further Developments. Further development of this
approach depends on the acquisition of knowledge about the two
time-domain parameters,tp and f p . Lacking such, it is still im-
possible to calculate heat transfer coefficients a priori, for engi-
neering design. The goal is to obtain sufficient knowledge for
prediction oftp and f p for process conditions~e.g., solid and gas
properties, system geometry, gas velocity! in any application. This
author suggests that this goal can be attained by a combination of
two tasks.

First, the technical community can collect an extended database
of experimental measurements oftp and f p , over wide range of
operating conditions. Empirical correlations can then be devel-
oped for these two time-domain parameters, and utilized in the
modified packet model for calculation of heat transfer coefficients.
The capacitance sensing technique, as referenced above, is one
means for achieving such measurements. Other techniques, e.g.,
optical probes, may also prove to be useful. The range of experi-
mental conditions needs to cover conditions of anticipated appli-
cations, including variations in gas pressure and temperature,
as well as different type/size of particles and different bed
geometries.

A second, complimentary task is to develop deterministic mod-
els for the dynamics of particle movement in fluidized beds. Such
models must correctly represent particle-fluid, particle-particle,
and particle-wall interactions. In recent years, promising progress
has been made with two types of multi-phase models. Firstly,
continuum models using local averaging at the scale of the com-
putational cell have treated the gas and solid phases as interpen-
etrating continuum media. The resulting Navier-Stokes equation is
then solved by computational fluid dynamic~CFD! techniques.
Examples of this type of models are the works of Anderson and
Jackson@25# Gidaspow @26#, Hrenya and Sinclair@27#. These
CFD models have been able to determine bed pressure drop and
average bed porosity. The main difficulty with this continuum
approach is the need for constitutive relations to describe the in-
terfacial transfer of mass/momentum/energy between the interpen-
etrating media. These constitutive relations, mostly of empirical
nature, are required to obtain closure of the problem. Van Wachem
et al. @28# concluded that the selection of specific constitutive re-
lationships could alter the model predictions significantly. Quoting
these authors,‘‘—we have shown how the hybrid drag model pro-
posed by Gidaspow@26# produces a discontinuity in the drag co-
efficient, how an order-of-magnitude difference in the normal
stress is predicted by the various frictional stress models—.’’ An-
other difficulty for the present objective, is the length scale—the
local averaging at scale of computational cell is usually too coarse
to follow dynamic variations of particle emulsion at heat transfer
surfaces. Excellent reviews of the potentials and limitations of
such CFD models are given by van Wachem, J. C. Schouten et al.
@28# and by Arastoopour@29#.

An alternate to the continuum model is the discrete particle
model ~DPM! using Lagrangian formulation. Introduced by Cun-
dall and Strack@30# for granular flow, DPM tracks the motion of
particles by direct application of Newton’s second law of motion
to the collision process of individual particles. This approach pro-
vides deterministic representation of particle-particle and particle-
wall interactions. In the recent decade, researchers have extended

Fig. 8 Comparison of modified packet model, using time do-
main parameters, with experimental data for heat transfer in
bubbling fluidized beds
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the DPM approach to account for fluid-particle interactions, con-
centrating initially on the drag force exerted by the fluid upon
particles~see for example Tsuji et al.@31#, Drake and Walton@32#,
Langston et al.@33#!. More recently, several researchers further
extended DPM models to account for effects of mutual momen-
tum transfer between the fluid and particle phases, thus making
this approach useful for fluidized beds where such interaction is
important. The simultaneous tracking of particle collisions and gas
motion calls for the direct integration of the Lagrangian discrete
particle model with the Eulerian CFD continuum model. With
various simplifying approximations, Tsuji et al.@34# and
Hoomans et al.@35# have successfully applied this approach to
model bubbling fluidized beds, with some limitations. Xu and Yu
@36# and Xu et al.@37# were able to relax some of these limita-
tions with more rigorous combination of CFD with DPM, using a
collision dynamic model that better represents stiff particles.
These researchers also introduced Newton’s third law of motion to
obtain a rigorous coupling between the particle scale of DPM and
the larger cell-scale of CFD. Van Wachem, J. van der Schaaf et al.
@38# compared Lagrangian-Eulerian simulations with experiments
and concluded that two-dimensional simulations are in fair agree-
ment with experiments but that three-dimensional simulation is
required to capture more precisely the behavior of fluidized beds.
While a detailed review of such Lagrangian-Eulerian models is
beyond the scope of the present paper, a brief synopsis is war-
ranted, in view of the promise of this approach for advancing the
state of art toward prediction of heat transfer in fluidized beds.

The essence of discrete particle model~DPM! is the conserva-
tion of linear and rotational momentum of the particles as they
undergo particle-particle, particle-wall and particle-gas interac-
tions. Following Xu and Yu,@36#, this can be expressed by New-
ton’s 2nd law of motion for a particle,

mi

dn i

dt
5mig1 f gi1(

j 51

k

~ f ci j1 f di j ! (13)

I i

dv i

dt
5(

j 51

ki

Ti j (14)

where mi , v i , I i , v i are the mass, linear velocity, moment of
inertia, and rotational velocity of particlei, respectively. Forces
acting upon particlei are the gas drag force (f gi), the contact
force between particlesi and j ( f ci j ), and the contact damping
force between particlesi and j ( f di j ). Ti j is the torque generated
by interparticle contact, as measured to the mass center of particle
i. On the fluid side, using local mean variables over a computa-
tional cell, computational fluid dynamics~CFD! are based on the
continuity and Navier-Stokes equations,

]«
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1¹"~rg«uu!52¹p2F1¹"~«t!1rg«g (16)

whererg , «, u, p are the gas density, void fraction, velocity and
pressure, respectively.F is the volumetric interaction force be-
tween gas and particles, andt is the viscous stress tensor. To
obtain closure of this problem, one needs specific descriptions
~constitutive relations! for the various terms in Eqs.~13–16!.
Much of the science and art for these combined Lagrangian-
Eulerian models lies in the formulation of these constitutive rela-
tions, and the reader is referred to the works of Xu and Yu@36#,
Hoomans et al.@35#, and Xu et al.@39#.

Numerical simulation of bubbling fluidized beds requires sig-
nificant computing power, and this is on the horizon as larger
parallel computing systems become available. At the time of this
writing, researchers have successfully achieved two-dimensional
simulations withO@104# number of particles. While this level is
not quite sufficient for our purpose of predicting heat transfer

coefficients on submerged surfaces, the qualitative results show
good promise. Figure 9 presents simulation results obtained by Xu
and Yu @36# for a two-dimensional bed~15 cm width!of 4.0 mm
diameter particles, fluidized at superficial gas velocity of 2.8 m/s
by a single gas jet. It is seen that characteristic bubbling behavior
is obtained. Figure 10 shows dynamic variations of void fraction,
obtained by simulation for a two-dimensional bed of particles flu-
idized by atmospheric air. The gradations of color and shade in-
dicate instantaneous voidages in the bed. One can expect that if a
heat transfer tube were submerged in this bed, the simulation
would predict the dynamics of alternating contact with gas
bubbles and packets of particle emulsion. While this figure pre-
sents only 0.09 seconds of the transient dynamics, it is obvious
that simulation for longer time duration would give stochastic
information on the time-domain variables of interest,tp and f p ,
for any Eulerian control volume at the heat transfer surface. While
such simulation results would need to be confirmed by compari-
son to experimental data, one hopes that success can be achieved
with ever improving models.

In conclusion, we can anticipate in the future that the accumu-
lation of experimental measurements and numerical simulation
results for the time-domain parameters, mean residence timetp
and time fractionf p , will enable the engineering community to
utilize the modified packet model to obtain a priori predictions of
heat transfer coefficients in bubbling fluidized beds.

3 Dropwise Condensation, Significance of Parameters
in Surface Energy Domain

3.1 Background. It is known that vapor in contact with a
cold surface of temperature below saturation dew point can con-
dense on that surface as a liquid film, as liquid drops, or as a mix
of the two patterns. Filmwise condensation occurs when the con-
densate liquid wets the solid surface, most likely on surfaces with
high free energies. Dropwise condensation occurs when the solid
surface has low free energy and is poorly wetted by the conden-
sate liquid. Observations of dropwise condensation indicate a
highly transient, cyclic process—the condensate nucleating as
small droplets on the cold surface, which then grow and coalesce
into larger drops. When the large drops reach a size sufficient to
be removed from the surface by external forces~e.g., gravity or
vapor shear!, they tend to sweep over the surface, absorbing and
wiping small droplets in their path. New droplets then form and
grow on the wiped surface, repeating the cyclic process. Figure 11
shows a normal-view photograph of dropwise condensation, from
Lienhard@1#. It is seen that at a given moment, drops of various
sizes exist on the solid surface. In Fig. 11, one can particularly
note the region above the large central drop, showing a path that
was wiped by passage of that large drop in which smaller drops
are nucleating and starting to grow. On dimensional scale of
drops, the heat transfer process is highly transient over time and
variable over space. However, on the system scale, a large number
of drops and droplets would exist on the solid surface at any one
time, each in its own history of nucleation, growth and removal.
Over a sufficiently large surface, one can thus anticipate an aver-
age heat transfer behavior that is essentially at steady state for a
given set of process conditions.

A condensation heat transfer coefficient is commonly defined as
the ratio of surface heat flux to the degree of subcooling tempera-
ture on the surface,

hc[
q

DTs
(17)

whereDTs[Ts2Tw . In filmwise condensation, the heat flux is
controlled by the thermal resistance of the liquid film and there-
fore the mechanism of film removal directly affects the heat trans-
fer coefficient. In case of film condensation on a vertical wall,
where gravitational body force causes film removal, the classic
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Fig. 9 Numerical simulation of fluidized bed by combined Eulerian-Lagrangian
model †36‡

Fig. 10 Void fractions obtained from combined Eulerian ÕLagrangian simulation model for a bubbling fluidized
bed †39‡
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Nusselt analysis~1916! @40# gives good predictions for laminar
films. In the case of external condensation on a horizontal tube,
the average Nusselt number is given by,

Nuc[
hcD

kl
50.729Fr l~r l2rv!hlv

m lkl
S gD3

DTs
D G1/4

(18)

The reader is referred to various heat transfer textbooks for exten-
sions of the Nusselt analysis to turbulent films and other wall
geometries, e.g. Lienhard,@1#.

The dropwise condensing coefficient can be significantly
greater than corresponding filmwise coefficient, as illustrated in
Fig. 12 by data of Marto et al.@41# for horizontal tubes. In their
experiments, Marto et al. achieved dropwise condensation by
coating the metal tube surface with a thin layer of fluoroacrylic. It
is seen from Fig. 12 that dropwise condensation attained heat
transfer coefficients over three times greater than those in film-
wise condensation. It is also notable that these results indicatehc
for dropwise condensation to be essentially constant, independent
of heat fluxq, and therefore of the subcoolingDTs .

3.2 Models. The mechanism for heat transfer in dropwise
condensation is still in debate. One premise is that there actually
exists a liquid microfilm, of order,1 mm thickness, on the solid
surface. As the thickness increases due to condensation, a critical
thickness is reached at which surface tension of the liquid causes
rupture of this microfilm, and formation/coalescence of drops. A
new microfilm is presumed to quickly form over the uncovered
wall surface. Condensation then continues on the growing drops

and on the microfilm between drops. This model, here termed the
‘‘micro-film model,’’ was initially proposed by Jakob in 1936@42#
and followed-up by several researchers in subsequent decades,
e.g., Welch and Westwater@43#, Sugawara and Katusuta@44#.

A different model starts with the premise that when the sub-
cooled surface is poorly wetted by the liquid phase, micro-drops
of condensate nucleate heterogeneously at selected sites on the
solid surface. This concept is analogous to the premise for hetero-
geneous nucleation of vapor bubbles on superheated surfaces in
boiling, and has gained support in recent years. The experimental
evidence of Umur and Griffith@45#confirmed that the surface area
between condensate drops remains dry with no indication of a
microfilm. Thus, this model presumes a cyclic process of droplet
nucleation at active sites, growth by mass addition due to conden-
sation, coalescence due to surface tension effects, and finally re-
moval by body force or shear drag. Since its early proposal by
Eucken@46#, this ‘‘nucleation model’’ has been further developed
by a number of authors in recent years, e.g. Graham and Griffith
@47#, Rose and Glicksman@48#, Tanaka@49#, Rose@50#, Wu et al.
@51#.

Following the concept of the nucleation model, heat transfer
during dropwise condensation would occur by conduction through
the drops and by vapor convection on the bare solid surface. The
first path generally dominates and has been the focus of attention
for most models. As described by Graham and Griffith@47#, vapor
condensing on a drop surface releases latent heat, which is con-
ducted through the liquid drop to the solid surface, to be then
dispersed through the substrate. For condensation of pure vapor
on an isothermal surface, and neglecting the minor subcooling
energy of liquid in the drop, the overall temperature driving force
(DTt) is comprised of the temperature drops associated with three
resistances,

DTs5DTk1DTic1DTi (19)

whereDTk is the temperature drop due to conductive resistance in
the liquid drop,DTic is the depression of saturation temperature
associated with curvature of the vapor/liquid interface, andDTi is
the temperature drop associated with mass transfer resistance at
the interface. From thermodynamic and heat flow principles, the
following expressions have been derived for the three temperature
differences for a hemispherical drop of diameterD ~see Graham
and Griffith, @47#, Carey,@52#!:

DTk5Qd /~2pDkl ! (20)

DTic5S Dm

D DDTs (21)

DTi52Qd /~pD2hi ! (22)

whereQd is the rate of heat transfer to the hemispherical drop,Dm
is the diameter of the minimum stable drop, given by

Dm5
4sTs

r lhlvDTs
. (23)

In Eq. ~22! hi is the heat transfer coefficient at the liquid/vapor
interface, derived to be

hi>
rvhlv

2

Tv
S 2a

22a D S M

2pRTv
D 1/2

(24)

wherea, M, andR are the accommodation coefficient at interface,
molecular weight, and universal gas constant, respectively. Com-
bining Eqs.~19–22!, we obtain the following equation for rate of
heat transfer to the drop of diameterD,

Qd5pD2F 12
Dm

D

D

2kl
1

2

hi

G DTs . (25)

Fig. 11 Dropwise condensation on vertical surface, photo
from Lienhard †1‡

Fig. 12 Example of heat transfer coefficients for film wise and
drop wise condensation
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The wall heat flux under the footprint of a drop with diameterD is
then,

qd5
4Qd

pD2 54F 12
Dm

D

D

2kl
1

2

hi

G DTs . (26)

From Eqs.~26! and~23!, one can determine the relative effective-
ness of various size drops for condensation heat transfer. Figure
13 shows the sensitivity ofqd to drop sizeD, for water vapor
condensing at atmospheric pressure. It is seen that the smaller
drops are much more effective, with a decrease of two orders of
magnitude inqd , as D increases from 0.01 mm to 1 mm. The
reason is attributable to the shorter path length for heat conduction
in the condensate liquid in the case of smaller drops. Further
implications of this behavior will be examined below.

The heat flux due tonD drops of diameter betweenD and D
1dD per unit wall surface area is,

dq5nDQddD (27)

and the total heat flux on the wall surface would be the integral
over the entire range of drop sizes,

q5E
Dm

Dx

nDQddD (28)

Neglecting the heat transfer to dry areas on the surface~usually
small!, the dropwise condensation heat transfer coefficient is thus
obtained as,

hc5pE
Dm
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nDD2F 12
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G dD (29)

This model is formulated for a wall of isothermal temperatureTw ,
a reasonable approximation for solids of high thermal conductiv-
ity and reasonable thickness. For thin walls or walls with low
thermal conductivity, there may be significant constriction resis-
tance associated with lateral conduction resistance in the wall ma-
terial, ~see Mikic @53#!.

To apply this model of dropwise condensation, Eq.~29!, one
needs information onnD , the distribution of drop density by drop
size. Graham and Griffith@47# used a microscope camera to mea-
sure the population density by drop size, for condensation of
steam on a vertical copper surface. Some of their data, for water at
atmospheric pressure, are recalculated in terms of the densitynD
and plotted in Fig. 14. Unfortunately, physical constraints of the
equipment limited measurements to drops ofD.10mm. For
smaller drops, with diameters less than 10mm, the investigators

‘‘guessed’’ a distribution to match measured heat fluxes, as indi-
cated on Fig. 14. These authors further determined that the small
drops are extremely important, with over 50% of the heat transfer
being associated with drops ofD less than 10 microns, beyond the
range of experimentally measured drop densities.

Other authors have attempted to develop models for the drop
density. LeFevre and Rose@54# suggested an empirical function to
represent the distribution in terms of the fraction of wall surface
area covered by drops of diameter betweenD andDx ,

f D512S D

Dx
D b

(30)

whereDx is the diameter of largest drop on the surface, andb is
an empirical constant assigned value of 0.33 by these authors.
This function gives the following expression for drop density
distribution,

nD5
4b

pDxD
2 S D

Dx
D b21

. (31)

Rose and Glicksman@48# proposed a model for the cyclic growth
history of drops, thence obtaining estimates ofnD and concluding
that their results can be approximated by using a value of 0.382
for b in Eq. ~30 and 31!. Their correlation is shown as the solid
line on Fig. 14, indicating reasonable agreement with the data of
Graham and Griffith for water condensing on vertical surface.
Most recently, Wu et al.@51# used a random fractal model to
obtain drop size distribution, matching their results by numerical
simulation to heat transfer data reported in literature.

Mechanistically, it is self-evident that the steady-state distribu-
tion of drop sizes results from a balance of the transient dynamics
for drop nucleation, growth, coalescence, and removal. Many,
many parameters would affect this balance, including properties
of the fluid and surface, as well as geometric and operational
conditions. For example, any mechanism that increases retention
of large drops on the surface, e.g., surface tension effects, would
increase the fraction of larger drops. Conversely, mechanisms that
aid removal of drops, e.g., external body force or shear force,
would increase the frequency of drop removal and increase the
fraction of smaller drops on the surface at any moment. The in-
teraction of these parameters is highly complex and would be
dependent of system variations. As Graham and Griffith con-
cluded in 1973@47#, ‘‘It is a disappointment in that a simple,
universal dropwise condensation heat transfer correlation appears
to be out of reach. Separate drop distribution curves will be
needed for high and low pressure and for each fluid-material com-
bination.’’ This view is especially valid for any dropwise conden-
sation under ‘‘non-typical’’ conditions, where all empirical models
of nD obtained for ‘‘typical’’ conditions would be inapplicable.

One class of nontypical conditions is where drop formation is
deliberately promoted by specific modification of material proper-

Fig. 13 Heat flux under drops of varying sizes for drop-wise
condensation

Fig. 14 Number density of condensate drops as function of
drop diameter during dropwise condensation
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ties. Indeed, motivated by the promise for high heat transfer co-
efficients, many researchers have attempted to promote dropwise
condensation. Almost all such efforts utilize the sensitivity of drop
formation on ‘‘wetting’’ behavior of the fluid-solid interface, i.e.,
on surface tensions and surface energies. This leads us to consider
the significance of parameters in the domain of surface energies.

3.3 Effects in Domain of Surface Energies. The funda-
mental basis for surface energies arises from intermolecular
forces. In review of basic concepts, recall that intermolecular
forces are considered to consist of a short range repulsive force
and longer range electrostatic, inductive and dispersive attractive
forces, commonly referred to as the van der Waal forces. The well
known Lennard-Jones potential~Hirschfelder@55#! represents the
summation of these forces by the equation,

fLJ54«F S r o

r D 12

2S r o

r D 6G (32)

where r is the intermolecular spacing and the parametersr o , «
vary with molecular specie. In the liquid near a vapor interface,
the molecules are space slightly further apart than in the bulk
liquid. This has little effect on the longer-range attractive forces,
but significantly reduces the short-range repulsive force. With the
discontinuity at the interphase, there results a net force on liquid
molecules in direction normal to the interface, that tends to pull
toward the bulk liquid volume. In directions parallel to the inter-
face, symmetry exists about each molecule so that there is no net
force vector parallel to the interface. Instead, there results a net
tension force on the molecules, equal in all directions parallel to
the interface—hence, ‘‘surface tension’’ of the liquid in contact
with its vapor (s lv). Thermodynamic considerations show that
s lv is equal to the change in Helmholtz free energy of the surface,
per unit increase of interfacial surface area.

The shape of a liquid-vapor interface can be strongly affected
by surface tension. The Laplace equation can be derived by force
balance on the interface, and for liquid drops where the interface
is characterized by two radii of curvature (r 1 and r 2), results in
the following expression relating pressure difference across the
interface with the surface tensions lv ,

Pl2Pv5s lvS 1

r 1
1

1

r 2
D (33)

When spherical symmetry exists,r 15r 25r , and the interfacial
pressure difference is,

Pl2Pv5
2s lv

r
(34)

The Laplace equation relates interfacial pressure difference, sur-
face tension, and interfacial geometry and therefore can be uti-
lized in conjunction with equations of hydrodynamics to deter-
mine the shape of liquid-vapor interfaces. Alternatively, in an
equilibrium situation with negligible hydrostatic pressure, the
Laplace equation directly gives the pressure difference between
the two phases. Thus, we find that for spherical droplets of water
~e.g., condensation drops in fog!, the liquid pressure can be as
much as 2–5 atmospheres greater than the surrounding air pres-
sure~for drop diameters of 1–2mm!.

Our interest here is in dropwise condensation on solid surfaces,
wherein liquid drops exist on solid surface in presence of the
vapor phase. Zisman@56# and de Gennes@57# give good reviews
of the fundamental physics for such 3-phase systems. A macro-
scopic view of the contact line, where the three phases are in
contact, can be expressed in terms of the free energy per unit area
of each interface, i.e., the interfacial tensionss lv , ssl , ssv , for
liquid/vapor, solid/liquid, solid/vapor, respectively. Young’s equa-
tion, derived from equilibrium force balance, relates the contact
angleu to the three surface tensions~interfacial energies!,

s lv cosu5ssv2ssl (35)

where the contact angleu is traditionally taken to be the angle
between the tangent to the liquid/vapor interface and the solid
surface, measured on the liquid side. From thermodynamic con-
siderations, it can be shown~see Carey@52#! that the net change
of total system free energy per unit increase of solid/liquid inter-
face area, for constant liquid volume and temperature, is

]F5@s lv cosu2ssv1ssl#]Asl (36)

and at equilibrium, total free energy is at minimum,

]F

]Asl
5@s lv cosu2ssv1ssl#50 (37)

which gives us Eq.~35! again.
It should be noted that Young’s equation is an approximation that
neglects:

• adsorption of fluid molecules on the solid surface
• variation of interfacial tension in local vicinity of the contact

line
• dynamic effects in nonequilibrium situations.

The reader is referred to Johnson@58# for a detailed discussion of
Young’s equation and its limitations. Wayner@59# also gives an
excellent review of this topic, with special attention on physics of
the contact line region.

In spite of its approximate nature, Young’s equation is a useful
concept as we consider the phenomenon of wetting. A liquid is
said to be wetting if it tends to spread as a film along the solid
surface, and conversely to be nonwetting if it tends to retract and
form ‘‘beads’’ on that surface. Force balance shows that if,

ssv2ssl

s lv
.1 (38)

the contact line tends to pull away from the liquid bulk, thus
spreading the liquid on the solid surface. Conversely, force bal-
ance tends to pull the contact line inward toward the liquid bulk
~beading!when,

ssv2ssl

s lv
,1. (39)

Thus, Eq. ~35! shows that wetting cases correspond to 0<u
,p/2. Conversely, nonwetting cases correspond top/2,u<p. A
spreading coefficient may be defined as,

Sp[ssv2ssl2s lv . (40)

A positive value ofSp corresponds to a net decrease of free energy
per unit increase of solid/liquid interfacial area, necessary for
spontaneous spreading of the liquid on the solid as clearly seen
from Eq. ~36! for case ofu50.

Equation~40! indicates that solids with high surface energies
(ssv.100 ergs/cm2) tend to be more easily wetted. Indeed, most
molecular liquids achieve good wetting on high-energy surfaces.
Low energy surfaces (ssv,100 ergs/cm2) can be wetted, partially
wetted, or nonwetted, depending on the liquid specie~see de
Gennes@57#!. Figure 15 illustrates how the equilibrium contact
angleu varies on a smooth Teflon~polytetrafluoroethylene! sur-
face with the interfacial free energy (s lv) of n-alkane liquids.
Clearly, the specific pairing of a liquid with a solid defines the
balance between surface energies and thus the degree of wetting
that can be obtained. For condensation, this balance governs
whether filmwise or dropwise condensation is obtained. At the
conditions represented by data points of Fig. 15, partial wetting is
indicated and it is likely that condensation of thesen-alkanes on
the Teflon surface would occur in filmwise fashion, with some
minimum film thickness, below which droplet/rivulet formation
occurs. The situation is notably different for water with its high
interfacial energy (5931023 N/m at normal boiling point!; the
spreading coefficientSp would be negative and one expects con-
densation to occur in dropwise fashion on this Teflon surface.
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From the above, it is clear that the possibility for dropwise
versus filmwise condensation is governed by the three surface
tensions that determine the spreading coefficient, as indicated in
Eq. ~40!. All attempts to promote dropwise condensation have
revolved around the adjustment of these parameters in the domain
of surface energies. Tanasawa@60# classified the methods that
have been employed for such purpose as,

1. Adsorption of a nonwetting agent~i.e., organic molecules!
on condensing surface prior to operation.

2. Intermittent injection of nonwetting agent into the condens-
ing vapor, for adsorption onto the condensing surface.

3. Plating the condensing surface with noble metal.
4. Coating the condensing surface with layer of organic poly-

mer.

All these methods utilize reduction of the solid surface energyssv
to obtain negative spreading coefficientSp . It may seem that the
plating of noble metals is an exception, in view of the high ener-
gies of pure metal surfaces. However, since electroplated surfaces
of noble metals~e.g., gold, silver!are known to be highly active in
adsorption of trace organic compounds, it has been suggested that
it is the adsorbed organics that actually cause lowering of surface
energy on the noble metal plating and promote dropwise conden-
sation~see Wilkins et al.@61#, Woodruff and Westwater@62#!.

The use of coatings on the condensing surface must overcome
three potentially detrimental problems. The additional thermal re-
sistance through the thickness of the coating may negate any po-
tential gain from dropwise condensation. This is of importance for
coatings of low thermal conductivity, the case for most organic
materials. In practice this limits the thickness of organic coatings
to a few microns or less. Second, the bond between coating and
substrate must be intimate so as to avoid a contact resistance for
conduction across the bonding interface. Finally, for practical op-
eration over long times, it is necessary for the coating to be robust
mechanically and stable chemically. Marto et al.@41# evaluated
several different coatings for sustained dropwise condensation of
steam and found that the durability of organic coatings depended
not only on the molecular structure and thickness of the organic
material, but was also affected by the chemical activity and sur-
face roughness of the solid substrate. These investigators reported
organic coatings of fluoroacrylic on Ti/Au surface and of
parylene-D on Cu/Ni surface that sustained dropwise condensa-
tion for periods exceeding 12,000 hours. An example of their data
is shown in Fig. 12, indicating dropwise condensation coefficients
of order 33104 W/m2 K. Low energy coatings can be applied by
various techniques, with varying degrees of success in achieving
low thickness, durability, and good bonding to substrate. One in-
triguing technique, using ion implantation, has been reported by
D. C. Zhang et al.@63#, and Q. Zhao et al.@64#. As described by

Zhao et al., a copper substrate surface was deoxidized and then
cleaned by sputtering in an Ar1 beam. To develop a nonwetting
surface, the clean Cu surface was then plated successively by ion
implantation of Cr and N. Spectroscopic examination of the re-
sulting surface showed an alloy layer with approximately 12%
and 9% Cr and N content, respectively, along with noticeable
amounts of C and O. Metalographic examination of the layer
showed that the normal crystalline structure of Cu had been trans-
formed into an amorphous state, with accompanying reduction of
;30% in elasticity. Since surface energy varies directly with
modulus of elasticity, the new surface was of reduced surface
energy. Because the low-energy layer thus obtained had thickness
of ,104 Angstroms~,1 mm!, its conduction resistance was neg-
ligible and the investigators were able to achieve dropwise con-
densation coefficients up to 33105 W/m2 K on a vertical surface.
In tests with steam condensing on treated copper tubes~vertical
placement!, the authors reported sustained operation for over a
year. Ma et al.@65# subsequently coated polymers~polyhexafluo-
ropropene and polytetrafluoroethylene! on brass surfaces by both
ion-beam implantation and by plasma polymerization. While
dropwise condensation was achieved with high heat transfer coef-
ficients, these investigators concluded that the properties and du-
rability of these coatings were sensitive to deposition process con-
ditions ~e.g., energy level of ion beam!, and further study was
recommended.

The current status for dropwise condensation may be character-
ized as a general acknowledgment that surface energy parameters
are the governing keys, and that the ability to manipulate these
parameter will determine successful applications of this mode of
multiphase heat transfer in the future.

3.4 Further Developments. We next examine two fairly re-
cent developments in manipulation of surface energies that are
intriguing for dropwise condensation. Both developments are
based on chemosorption, the modification of the solid surface en-
ergy, by use of self-assembled monolayers~SAMs! of organic
molecules.

Certain organic compounds have terminal groups at the two
ends of the molecule with very different chemical characteristics.
For example, alkylthiol molecules have one end terminating with
a HS group, the other end terminating with a CHn group. The HS
group can strongly bond with metal atoms of the solid surfaces,
permitting good adherence of the organic molecule to the surface.
The attached molecules then self assemble into a monolayer with
the CHn group sticking up over the surface, as illustrated in Fig.
16. By judicious choice of the terminal hydrocarbon group, dif-
ferent levels of surface energy can be obtained, hence controlling
wetting characteristic of the solid surface. Because the self-
assembled monolayers have thickness of order 10 angstroms, they
present negligible resistance to heat conduction. Thus, the use of
self assembled monolayers promises to overcome the three poten-
tially detrimental problems mentioned above.

Kumar and Whitesides@66# used SAMs of functionalized al-

Fig. 15 Effect of surface energy on equilibrium contact angle,
from de Gennes †52‡

Fig. 16 Self assembled monolayer „SAM… on metal surface

Journal of Heat Transfer AUGUST 2003, Vol. 125 Õ 559

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



kanethiolates to control the pattern for dropwise condensation.
Using lithographic stamping, these investigators fabricated pat-
terned surfaces on gold plated Silicon with well-defined hydro-
phobic and hydrophilic regions. Hexadecanethiol
@HS(CH2)15CH3#, with methyl termination, formed hydrophobic
SAM regions, while 11-mercaptoundecanol@HS(CH2)11OH#,
with hydroxyl termination, formed hydrophilic SAM regions.
Condensation of water then occurred preferentially on the hydro-
philic regions, generating diffraction patterns as desired by these
investigators. Figure 17~modified from their paper! illustrates the
process of dropwise condensation progressing from a bare SAM
covered surface, to initial formation of a few drops on some of the
hydrophilic regions, to many uniform drops over all the hydro-
philic regions, before eventually obtaining large drops that
bridged over the hydrophobic regions to cover the entire surface.
For the purpose of these investigators, it was particularly mean-
ingful that micro-patterns of only micron length scale could be
fabricated with such distinct regions of surface energies.

Das et al.@67# used an organic self-assembled monolayer coat-
ing to promote dropwise condensation of steam on a horizontal
tube. SAM coatings of hexadecanethiol@HS(CH2)15CH3# were
formed on copper, copper-nickel, and gold-coated aluminum tubes
to obtained hydrophobic surfaces. The investigators reported that
the coated surfaces had large advancing contact angles of 110–
112 deg, reflecting their very low surface energies. The tubes were
individually mounted in the apparatus shown in Fig. 18, and con-
densing heat transfer coefficients obtained by the Wilson plot
technique. Some of their results for condensation of steam at sub-
atmospheric pressure~10 kPA!are replotted in Fig. 19, along with
the corresponding values for condensation on a bare tube~without
SAM coating!. It is seen that the heat transfer coefficients for
SAM coated tubes were all greater than those for the bare, un-
coated tube of gold covered aluminum. Filmwise condensation
coefficients, represented by the Nusselt theory~Eq. 18!, are the
smallest of all, being a factor or;3 less than the coefficients for
the bare tube. This implied that the gold-on-aluminum surface of
the bare tube did obtain at least partial dropwise condensation. For
the three SAM coated surfaces, the authors noted that thermal
conductivity of the substrate material apparently had significant
effect on the condensing heat transfer coefficient. This is contrary
to the earlier results of Marto et al.@41#, reproduced in Fig. 12,
which indicated insensitivity to substrate material. Thus, the im-

portance of constrictive thermal impedance in the substrate mate-
rial remains an unsettled issue. For our purpose, the significant
finding by Das et al.@67# is proof that self-assembled monolayers
of organic compounds can be used to effectively promote drop-
wise condensation.

The second development of interest addresses the question,
‘‘can manipulation of parameters in the domain of surface ener-
gies not only promote dropwise condensation, but further enhance
the heat transfer coefficient during dropwise condensation?’’ In
seeking enhancement, one objective to explore is the control of
drop size distribution and population density. As noted above and
illustrated in Fig. 13, small drops are more effective than large
drops in dropwise condensation. Graham and Griffith@47# esti-
mated the fraction of heat flux due to drops of different diameters,
plotting their results for various population distributions. Figure
20, reproduced from their paper~distribution numbers represent
various assumed population distributions!, indicates that the cu-
mulative heat flux due to drops with diameter greater than 10
microns account for less than 35% of the total heat flux. This same
indication of the importance of small drops is seen from the em-
pirical correlation obtained by Tanasawa@60#, reproduced here in
Fig. 21. This plot shows a remarkably consistent correlation be-
tween average heat transfer coefficient and the diameter of depart-
ing drops during dropwise condensation. Since drops grow to
largest size before departure, it is significant that reducing the
diameter of departing drops from 2 mm to 0.2 mm increases the
average heat transfer coefficient by almost 100%. Tanasawa’s plot
further indicates that this enhancement is independent of the
method for drop removal. The data of Fig. 21 included experi-

Fig. 17 Dropwise condensation on gold plated Si surface with
patterned self assembled monolayer coating

Fig. 18 Test section used by Das et al. †67‡ for measurement
of condensing heat transfer coefficients on horizontal tubes

Fig. 19 Condensation coefficients for horizontal tubes coated
with self assembled monolayers of organic compound to pro-
mote dropwise condensation
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ments using vertical gravitational force, inclined gravitational
force, centrifugal force, and vapor shear to induce drop removal.
It appears that the primary need is to remove drops from the
condensing surface as early as possible during the drops’ growth
cycle, by any means possible.

The work of Chaudhury and Whiteside@68# promises a novel
development for promoting drop movement. They were able to
induce drop movement uphill along a 15° incline by application of
surface forces. Specifically, these investigators modified a method
developed by Elwing et al.@69# to create a gradient of surface
energy on the solid surface. A silicone wafer was exposed to a
diffusing vapor of decyltrichlorosilane (Cl3Si(CH2)9CH3), which
then chemically bonded to the silicone surface as a self assembled
monolayer. Due to the concentration gradient associated with the
diffusion process, the resulting SAM varied in concentration along
the wafer, as illustrated in Fig. 22. Since the selected SAM had a
hydrophobic terminal group, the free energy of the resulting sur-
face varied with concentration, with lower values ofssv where
SAM is more concentrated. These investigators reported that their
SAM layer had a thickness of;6 Angstroms at the hydrophobic
end, decreasing at rate of;1 Angstroms per mm toward the hy-
drophilic end. As illustrated in Fig. 22, the resulting surface had a
gradient of surface energy, increasing along the wafer surface with
increasing distance from the original source of silane. Figure 23,

copied from Chaudhury and Whiteside@68#, showed the static
contact angle obtained for water drops at various positions along
this gradient surface, varying over a range of almost 100 degrees.

A drop of liquid on a surface that has a spatial gradient of
surface free energy would be subjected to unbalanced Young’s
force. As illustrated in Fig. 24, for a cross-sectional slice of the
drop of thickness dy, the unbalanced Young’s forces is,

dFx5@~ssv1ssl!a2~ssv1ssl!b#dy

Fig. 20 The dominant contribution of small drops to total heat
flux during dropwise condensation, from Graham and Griffith
†47‡

Fig. 21 Dependence of heat transfer coefficients on diameter
of departing drops for drop wise condensation, from Tanasawa
†60‡

Fig. 22 Creation of gradient surface with self assembled
monolayer

Fig. 23 Variation of static contact angle along a gradient sur-
face, from Chaudhury and Whiteside †68‡

Fig. 24 Forces on liquid drop located on surface with gradient
in surface free energy
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dFx5s lv~cosua2cosub!dy (41)

The net force on the drop is the integral of Eq.~41! over the
thickness of the drop. This force can induce drop translation along
the surface toward the region of higher surface energy. If the
liquid/surface system has significant hysteresis, the net force
would need to overcome the difference between advancing and
receding contact angles to sustain drop motion. It is worth noting
that such motion is not caused by classic Marangoni effect asso-
ciated with concentration or temperature gradients in the liquid,
but is strictly due to the unbalanced Young’s forces resulting from
gradient in surface free energy. Chaudhury and Whiteside were
able to obtain movement of 1–2ml water drops, with average
speed of 1 to 2 mm/s., upward on a surface inclined 15° from
horizontal.

Leveraging from above finding, a project was initiated to deter-
mine if this phenomenon of unbalanced Young’s forces can be
utilized to promote drop removal on condensing surfaces and
thereby increase the condensation heat transfer coefficient. Figure
25 shows the test apparatus built for this experiment. A copper
block of 5.0 cm diameter was sealed into a stainless steel vessel in
such a manner as to create two separate chambers, each encom-
passing one surface of the copper block. Saturated steam was
supplied to one chamber at controlled pressure and flow rate.
Cooling water was sprayed onto the block surface in the second
chamber. In operation, condensation occurs on the block surface
in the steam chamber, the latent heat being conducted through the
copper block to the water-cooled surface. The rate of condensation
was adjusted by varying the rate of cooling water flow. During
experiments, steam flow and cooling water flow would be main-
tained till steady state thermal conditions were obtained before
taking measurements. To minimize non-condensable gases in the
steam chamber, a continuous venting of excess steam was main-
tained during experiments. In selected tests, video records were
obtained of the condensing surface to characterize the condensate
removal process. Four microthermocouples were imbedded in the
copper block to measure its temperature gradient, thus obtaining
the heat flux through the block. Thermal insulation at sides of the
block assured essentially one-dimensional conduction in the
block, so that the heat flux obtained in the block represented the
condensing heat flux~q! on the block surface. Extrapolation of the
temperature profile to the condensing surface provided the surface
temperature (Tw), while measurements of steam pressure and
temperature provided the saturation steam temperature (Ts).

These measurements enabled direct calculation of the condensa-
tion coefficient as defined by Eq.~17!, averaged over the circular
condensing area of the block surface. Figure 26 shows an example
of the temperature profiles measured in the copper block during
condensation. The point plotted at each distance represents aver-
age temperature obtained in 16 measurements over an hour or
more of operation. It is seen that a linear temperature profile was
obtained, the correlation coefficient typically being greater than
0.99 ~0.998 in case of the example in Fig. 26!. Extrapolation of
the temperature profile to surface of the condenser block and gra-
dient of the profile provided quantitative values for wall surface
temperature and heat flux, respectively, as indicated in the figure.
This experimental apparatus was supported on a swivel such that
tests could be performed with the condensing surface at various
inclinations, from horizontal to vertical.

Using this apparatus, experiments were conducted in filmwise
condensation, normal dropwise condensation and enhanced drop-
wise condensation~gradient surface!. These different conditions
were obtained by appropriate treatment of the condensing surface.
In this paper, we will examine the results for filmwise and
enhanced-dropwise condensation. For filmwise condensation, the
copper surface was prepared by polishing to mirror finish, and
then coated with a thin film (;102 Angstrom thickness! of silicon
by vacuum deposition. The silicon was then oxidized by exposure
to a high temperature air, and plasma treated to remove all traces
of adsorbed organic compounds. This resulted in a uniformly hy-
drophilic surface, upon which condensation occurred in filmwise
fashion. For enhanced dropwise condensation, the silicon surface
was subjected to a controlled silanization reaction by vapor diffu-
sion, as illustrated in Fig. 22. Specifically, the silicon surface was
first oxidized to SiO2 , which was then reacted with a vapor of
chlorosilane (Cl3SiR), where theR group was a hydrocarbon
chain of various molecular lengths. In presence of atmospheric
water, the chlorosilane reacts with the SiO2 to form a series of
silicon-oxygen bonds, thus creating a robust self-assembled
monolayer film. Such SAM films have thickness ofO@10 Ang-
stroms#, and thus are of negligible thermal resistance. As noted
above, the vapor diffusion process causes higher molecular con-
centration of the SAM on the regions of the surface in proximity
to the chlorosilane source. By judicious placement of the source
relative to the surface, we were able to produce various patterns of
gradient energy on the condensing surface.

One pattern of particular interest was radial-centrosymmetric,
with highest SAM concentration at the center of the circular con-
densing surface. This was produced by suspending the chlorosi-
lane source at a point 2 mm above the Si surface, directly over the
center point. The resulting SAM film had highest concentration at
the center, the concentration decreasing with radial distance. To
characterize the surface-energy landscape on this surface, static
contact angles~with water!were measured at various radial posi-

Fig. 25 Test apparatus for condensation on gradient surfaces,
Daniel, Chaudhury and Chen †71‡

Fig. 26 Sample measurements from experiment of Daniel,
Chaudhury and Chen †71‡
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tions. Figure 27~Daniel @70#! shows the radial distribution of
contact angles on two versions of the test surfaces, fabricated with
octyl (R58) and dodecyl (R510) chlorosilanes, respectively. It
is seen that these surfaces indeed had gradients of surface free
energy, with minimum energy~maximum contact angle! at the
hydrophobic center and maximum energy~minimum contact
angle!at the hydrophilic rim of the circular surface. Our intention
was to promote drop removal radially from the surface by induced
flow toward the rim edge of the surface.

Condensation tests were performed with these SAM coated sur-
faces having radial gradients of surface energy. For comparison,
condensation tests under comparable conditions were also per-
formed on the uncoated, uniformly high-energy~hydrophilic!sur-
face, and on uniformly low-energy~hydrophobic!surface. Both
sets of experiments were carried out with the surface in upfacing,
horizontal position. Video recordings of the condensation process
showed distinctly different behavior of the liquid condensate in
these different experiments. In the case of the uniform hydrophilic
surface, filmwise condensation was obtained. The condensate col-
lected as a film on the horizontal surface, reaching a steady-state
thickness when overflow drainage at the rim edge balanced the
rate of condensate formation. In contrast, condensation on the
SAM coated surface was of dropwise fashion. As commonly ob-
served in dropwise condensation, droplets nucleated on the sub-
cooled surface, growing by mass addition from condensation until
occurrence of drop removal. The unique feature recorded for
dropwise condensation on our gradient surfaces was the nature of
drop removal. In as much as the condensing surface was horizon-
tal, there was no gravitational force to trigger drop removal. Also,
with minimal steam flow over the condensing surface, there was
negligible shear force to cause drop movement. The video records
showed that drop removal on the gradient surfaces did indeed
occur very efficiently, and that the flow pattern for the drops
followed the radial pattern of the gradients in surface energy.
This result provided qualitative verification of the starting
premise—that unbalanced Young’s forces on surfaces with gradi-
ents in free energy can promote drop motion and removal during
condensation.

The visual impression of this process can best be obtained from
the video movies. Figure 28 presents a single frame extracted
from a video sequence, showing the condensate pattern on the
SAM coated gradient surface. While such a snapshot does not
adequately document the motion of drops, it does indicate the
radial pattern of drops flow. Clearly, this pattern of radial flow
paths was a result of the radial pattern of surface energies laid
down in the SAM coating process. Magnified observations from
such snapshots indicated a relative increase in population of small
to midsize drops with a perceivable decrease in population of
larger drops, when compared to dropwise condensation on uni-

form surface with gravity induced drop removal~comparing Figs.
28 and 11!. At least qualitatively, the gradient in surface energy
appears to have induced early drop removal, as desired.

One result of these experiments was surprising, namely the
speed with which drops moved on the gradient surfaces. Pretest
expectation was for drops of;0.5–1.0 mm diameter to translate
on the gradient surface with velocity ofO@1 mm/s#, as reported
by Chaudhury and Whiteside@68#. Video records in the present
experiment enabled measurement of drop velocity. Figure 29
shows two frames of the video taken 1 millisecond apart. On these
magnified images, it was possible to track individual drops. In
Fig. 29, the drop identified with number~1! had a diameter of 0.5
mm, and translated a distance of 0.15 cm in this time span. Thus,
the effective velocity for this drop was 1.5 m/s. Similar results

Fig. 27 Static contact angles on a circular surface with radial
gradient of surface free energies, from Daniel †70‡: d SAM with
octyltrichlorosilane; and s SAM with dodecyltrichlorosilane.

Fig. 28 Drop removal pattern during condensation on SAM
surface with radial gradient in surface free energies, from
Daniel, Chaudhury and Chen †71‡

Fig. 29 Video sequence of drop movement on gradent surface
in time span of 1 millisecond, from Daniel †70‡
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were obtained for other drops tracked by the videos. This
thousand-fold increase in drop velocity over expectation was star-
tling. It suggests greater promise for enhancement of condensation
heat transfer than originally anticipated. It also raises an intriguing
question—what is the mechanism that would induce drop motion
of such velocity? A hint was found in the fact that this accelerated
drop motion occurred only during active condensation. In a series
of tests, it was observed that the accelerated drop motion slowed
significantly when the source of steam was cut off, resuming when
the steam source to the condenser was restarted. It appears that the
mechanism for accelerated drop movement derives from interac-
tion between the condensation process and the unbalanced
Young’s forces, requiring simultaneous presence of both.

One possible mechanism postulated by the co-investigators is
the interaction of drop-coalescence process with the unbalanced
Young’s forces. Daniel et al.@71# point out that drops grow during
dropwise condensation, and coalescence occurs when neighboring
drops grow into contact. When two drops coalesce, the resulting
final drop has center of mass located between the centers of the
two original drops, which represent a net displacement of the
original drops. On a surface with gradient of surface energy, the
growth of a condensate drop favors the circumferential edge that
is in contact with higher energy~more wettable!surface. The re-
sulting coalescence process would preferentially favor that direc-
tion, thus accelerating the net movement in that direction. This
postulated mechanism may be correct, but in opinion of the
present author it needs further investigation before complete ac-
ceptance. The occurrence of rapid drop movement during conden-
sation on a gradient surface is an open and intriguing phenomeno-
logical issue.

Without fully resolving the mechanism for rapid drop move-
ment, the experiments of Daniel et al.@71# did provide the first
direct proof of principle, that engineering of surface energy gra-
dients can enhance the heat transfer coefficient in dropwise con-
densation. The most telling evidence is found in comparison of
data for dropwise condensation on a gradient surface with data for
filmwise condensation on a uniformly hydrophilic surface. Figure
30 plots the heat transfer coefficients for these two cases, both
obtained for condensation of saturated steam at;1 atmosphere
pressure on horizontal, up-facing surfaces. Measurements were
obtained over ranges of subcooled surface temperatures, 2 to 18°K
for dropwise condensation and 2 to 33°K for filmwise condensa-
tion. A very obvious enhancement was obtained in the case of
dropwise condensation on the gradient surface. At the lowest sur-
face subcooling of 2°K, typical for many applications, the heat
transfer coefficient on the gradient surface attained a magnitude of
90,000 W/mK—approximately 14 times the coefficient for film-
wise condensation. In contrast, normal dropwise condensation on
a uniformly hydrophobic surface would see enhancements of ap-

proximately 2–3 times at such subcoolings. The results shown in
Fig. 30 indicate that the enhancement on gradient surfaces dimin-
ished at higher subcoolings, presumably caused by limits in drop-
flow capacity relative to increasing heat flux and condensate for-
mation rate. Nevertheless, even at a surface subcooling of 18°K,
there was a 4-fold enhancement in the heat transfer coefficient.

We concluded that for dropwise condensation, the parameter
domain of surface free energy is critical. The experiments de-
scribed above take advantage of parameters in this domain, creat-
ing engineered surfaces with gradients in surface energy which
were observed to promote drop removal at velocities ofO@1 m/s#,
even on horizontal surfaces. While the mechanism for this high-
velocity drop movement is an open phenomenological question,
the results indicate very substantial enhancement of condensation
heat transfer coefficient.

4 Conclusion
The complexities of multiphase heat transfer often can be iso-

lated for engineering purposes by judicious recognition of surface
contact parameters in selected domains. The two diverse examples
presented above illustrate this point. One showed that heuristic
knowledge of time-domain parameters for surface contacts can
significantly improve predictions of heat transfer coefficients for
surfaces immersed in bubbling fluidized beds. The second showed
that manipulation of parameters in domain of surface free energies
can be utilized to gain many-fold enhancements of heat transfer
coefficients in dropwise condensation.

Nomenclature

Ar 5 Archimedes number
Ck 5 Correction factor for small Fo
cp 5 heat capacity
D 5 diameter of tube or bed
D 5 diameter of drop
dp 5 diameter of particle
F 5 Volumetric interaction force between gas and particles

Fo 5 Fourier modulus
f 5 fraction of time in residence at surface
g 5 gravitational acceleration
h 5 heat transfer coefficient

hlv 5 latent heat of condensation/vaporization
I i 5 moment of inertia of particlei
k 5 thermal conductivity

M 5 molecular weight
mi 5 mass of particlei
nD 5 distribution of drop sizes
Nu 5 Nusselt number

P 5 pressure
q 5 heat flux

r o 5 parameter in Lennard-Jones potential
Rep 5 Reynolds number based on particle diameter

P 5 pressure
Pr 5 Prandtl number

Qd 5 heat transfer rate to drop
R 5 Universal gas constant
r 5 radius of curvature

Sp 5 spreading coefficient
T 5 temperature
U 5 superficial gas velocity

Um f 5 superficial gas velocity at minimum fluidization
u 5 local velocity

v i 5 linear velocity of particlei
x 5 distance from heat transfer surface

Greek Notton

a 5 thermal diffusivity
a 5 accommodation coefficient
« 5 void fraction
« 5 parameter in Lennard-Jones potential

Fig. 30 Enhanced heat transfer for drop-wise condensation on
surface with gradient in free energy, results of Daniel,
Chaudhury and Chen †71‡
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fLJ 5 Lennard-Jones potential
p 5 Pi
m 5 viscosity
n 5 kinematic viscosity
r 5 density
s 5 surface tension, or interfacial free energy per unit area
t 5 viscous stress tensor

tp 5 residence time of packets
v i 5 rotational velocity of particlei
j 5 penetration depth

Subscripts

b 5 bubble
c 5 condensation
g 5 gas
i 5 interface transfer resistance

ic 5 interface curvature effect
k 5 conductive resistance in liquid drop
l 5 liquid

m 5 minimum diameter drop
p 5 particle packets
s 5 solid particles
s 5 saturation state
v 5 vapor
w 5 wall surface
x 5 maximum diameter drop
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Temperature Dependence
of Thermal Conductivity
Enhancement for Nanofluids
Usual heat transfer fluids with suspended ultra fine particles of nanometer size are named
as nanofluids, which have opened a new dimension in heat transfer processes. The recent
investigations confirm the potential of nanofluids in enhancing heat transfer required for
present age technology. The present investigation goes detailed into investigating the
increase of thermal conductivity with temperature for nano fluids with water as base fluid
and particles of Al2O3 or CuO as suspension material. A temperature oscillation tech-
nique is utilized for the measurement of thermal diffusivity and thermal conductivity is
calculated from it. The results indicate an increase of enhancement characteristics with
temperature, which makes the nanofluids even more attractive for applications with high
energy density than usual room temperature measurements reported earlier.
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Introduction
Heat transfer technology stands at the cross roads of miniatur-

ization on one hand and astronomical increase in heat flux on the
other. The usual enhancement techniques for heat transfer can
hardly meet the challenge of ever increasing demand of heat re-
moval in processes involving electronic chips, laser applications
or similar high energy devices. The factors which limit the usual
techniques are many folded. One major limitation is the poor ther-
mal characteristics of usual heat transfer fluids. They are about
two orders of magnitude less efficient in conducting heat com-
pared to metals. This inherent inadequacy of these fluids makes
the heat removal mechanism less effective even with the best
utilization of their flow properties.

The idea of increasing thermal conductivity of fluids with con-
ducting particles suspended on them is not new. Ahuja@1# and Liu
et al.@2# carried out the studies on practical implication of hydro-
dynamics and heat transfer of slurries. However, the usual slurries
with suspended particles of the order of micro to millimeters suf-
fer from a number of drawbacks. The abrasive action of the par-
ticles causes erosion of components, clogging becomes a major
problem in small flow passages and their requirement of momen-
tum transfer increases the pressure drop considerably. In addition
to these the tendency of micro/millimeter size particles to settle
under gravity brings fouling and related problems. Thus
eventhough the slurries have higher conductivities, they are
hardly useable as heat transfer fluids from other technological
considerations.

The above bottleneck of slurries with micron or bigger size
particles can be removed by using particles of nanometer dimen-
sions. The concept was first materialised by series of research
works at the Argonne National Laboratory and probably Choi@3#
was the first to call the fluids with particles of nanometer dimen-
sion suspended in them as ‘‘nano-fluids,’’ which has gained popu-
larity.

The subsequent study by Lee et al.@4# was a detail measure-
ment of thermal conductivity of two types of nano particles Al2O3
and CuO. The average weighted particle diameter they used were
23.6 nm for CuO and 38.4 nm for Al2O3 . These particles were
used with two different base fluids—water and ethylene glycol to

get four combinations of nanofluids. Using transient hot wire
method, the thermal conductivities of the fluids were measured
which showed significant improvement. The phenomenal increase
in the thermal conductivities of the liquids with the addition of
small volume of nano particles has created tremendous interest in
this technique of heat transfer enhancement. The reason for this
lies in the fact that due to small particle size and their small
volume fraction problems such as clogging and increase in pres-
sure drop become insignificant. The large surface area of the nano
particles not only reduces the non equilibrium effect between fluid
and solid but also increases the stability of the particles and sedi-
mentation problem is greatly reduced. A more recent study by
Xuan and Li@5# has shown that even with particles as large as 100
nm ~which is rather sub-micron particles rather than nano par-
ticles! the stability can be achieved by using very meagre amount
of laurate salt.

Thus the problems of traditional slurries can be eliminated by
reducing the particles to nanometer dimensions. It must be kept in
mind that the enhancement that is talked about in the above stud-
ies is only that of thermal conductivity. The real enhancement of
heat transfer capability of these fluids when used under convective
condition is expected to be much higher as the studies of Ahuja
@1#, Sohn and Chen@6# for laminar flow and that of Liu et al.@2#
for turbulent flow indicate. This makes nanofluids a prospective
candidate for cooling application such as energy intensive laser
and X-ray applications, super conducting magnets, high speed
computing systems, fibre manufacturing processes and high-speed
lubrication applications.

The need of explaining the results observed above can be ful-
filled by theorising them or fitting them to existing theories. The
classical theory of thermal conductivity of fluid with suspended
solid particles is from Maxwell@7# more than a century back
which assumes the shape of particles to be spherical. This theory
was subsequently modified for non-spherical particles by Hamil-
ton and Crosser@8# for solid to liquid thermal conductivity ratio of
more than 100. This formula was further confirmed by Wasp@9#
for spherical particles. However measurement of Lee et al.@4#
confirmed that even though the model of Hamilton and Crosser
@8# agrees well with Al2O3-water or ethylene glycol nanofluid, it
fails in the case of nanofluids containing CuO nanoparticles. Thus,
it can be said that simple model using the concept of suspensions
of millimeters to micrometer dimensions are doubtful for applica-
tion to nanofluids. The reason for the failure of Hamilton and
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Crosser@8# model to CuO nanofluid may lie in the fact that the
particles of Al2O3 used in the experiment were of 38.4 nm size
while that of CuO was 23.6 nm. It is well known that the oxides of
metals are thermally insulators when compared to pure metals.
Hence even though difficult to produce, the recent efforts are to-
wards using pure metal nano powders such as Cu-ethylene glycol
or Cu-transformer oil nanofluids. Xuan and Li@5# could enhance
the thermal conductivity of water by using Cu particles of com-
paratively large size~100 nm!to the same extent as has been done
by oxide particles of Cu of much smaller dimension~36 nm!. The
more recent breakthrough was again from Argonne National
Laboratory by Eastmann et al.@10# which brought out the aston-
ishing finding that by using pure Cu nanoparticles of less than 10
nm size a phenomenal 40% increase in thermal conductivity can
be attained with only 0.3% volume fraction of the solid. This
indicates very clearly that Maxwell@7# or Hamilton Crosser@8#
model breaks down completely with decreasing particles size in
the nanometer range. Thus as has been felt by Eastman et al.@10#
that the ‘‘anomalously increased’’ effective thermal conductivity
of nanofluids with smaller particles cannot be explained by exist-
ing theories because they do not take into account the phenomenal
increase of surface to volume ratio of particles with decreasing
size.

All the investigation mentioned above measured thermal con-
ductivity at room temperature and hence failed to have an insight
to probable enhancement mechanism. Apart from this in all the
cases above measurements were made by a particular variation of
transient hot-wire method. Even though it has been claimed that
this method is suitable for electrically conducting fluids, no dis-
cussion has been presented on the possible concentration of ions
of conducting fluids around the hot wire due to the electrical field
there. Thus, the present study aims at throwing some light on the
enhancement mechanism of heat transfer by experimentally evalu-
ating the temperature effect on thermal conductivity. The experi-
mental method used here is based on the oscillation method pro-
posed by Roetzel@11# and further developed by Czarnetski@12#.
The method is purely thermal and the electrical components of the
apparatus are away from the test sample which does not influence
the ion movements. Finally the enhancements of conductivity of
Al2O3 and CuO based water nano fluids at higher temperature will
give more clear idea about the behavior of nano fluids at the
practical range of application since all the single phase cooling
application uses temperatures between room and saturation tem-
perature.

Preparation and Characterization of Nanofluids
The preparation of nanofluid must ensure proper dispersion of

nanoparticles in the liquid and proper mechanism such as control
of pH value or addition of surface activators to attain the stability
of the suspension against sedimentation. In the present experiment
ultrasonic vibration is used for dispersing the particles. The nano
particles were produced~by Nanophase Technologies Corpora-
tion! using physical vapor synthesis method. Under atmospheric
condition these particles form loose agglomerates, which are of
the order of micrometers as can be seen in the TEM photographs
shown in Fig. 1. However they can be dispersed in the fluid quite
successfully which results in breaking of the agglomerates to
some extent giving particles of nanometer range as shown in Fig.
2. The particles of the nano powder show a lognormal size distri-
bution. The size distribution of a typical sample is given in Fig. 3.
The volume weighted average values of particle diameter for
Al2O3 was 38.4 nm while that for CuO was 28.6 nm. As can be
seen from Fig. 2 the agglomerates of nanoparticles after disper-
sion are much smaller compared to that for the power, which
confirms a good dispersion in the liquid. However to compare the
results with Lee et al.@4# no effort has been made to further break
up the smaller agglomerates.

The dispersion of the particles was done by first mixing the
required volume of the powder in the chemical measuring flask

with distilled water and then using Ultrasonic vibration to disperse
it. It may be mentioned here that the true density of particles are
more than 50 times the apparent density. Hence the volume of the
solid was determined by calculating the equivalent weight the
solid using the true density~neglecting the weight of air trapped
inside! and using that weight the suspension was made. After
making the proper mixture the flask was kept under ultrasonic
vibration for 12 hours. After this no sedimentation was observed
for the fluids for about next 12 hours and thereafter minor sedi-
mentation were observed for 3% and 4%~volume! suspensions
and none for 1% and 2%~volume! suspensions. Even though in
practical applications it is expected to stabilize the particles with
suitable third agent such as oleic acid or laurate salts, in the
present case this has not been done. This is because of the fact that
the time required for the experiments were much less than that
required for the first sedimentation to occur and the addition of the
third agent may influence the thermal conductivity of base fluid
itself and thus the real enhancement by using nanoparticles may
be over shadowed. To keep consistency with this, for each experi-
ment freshly vibrated fluid was used so that the experimental time
of 1.5 to 2 hours does not bring out sedimentation. As a cross
check, the density of nanofluids was measured and was also cal-
culated from the weight of powder alone and the volume of the
suspension assuming the rest of the volume to be of water. The
two calculations agreed excellently excluding any possibility of
agglomerates with non wetted space in between. Thus nano fluids
were prepared which are usable for conductivity measurement
without any stabilising agent.

Measurement of Thermal Conductivity

Principle of Measurement. The measurement of thermal dif-
fusivity and the thermal conductivity is based on the energy equa-
tion for conduction given by

Fig. 1 TEM photographs of agglomerated powder of nano
particles
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1

a

]T

]t
5¹2T (1)

In the present case this equation is applied with the assumption
that the test fluid is isotropic and the thermophysical properties are
uniform and constant with time throughout the entire specimen
volume. The cylindrical fluid volume considered for analysis with
its boundaries is shown in Fig. 4. At the surfacesA andB, periodic
temperature oscillations are generated with an angular velocity
given by

v5
2p

tp
(2)

Thus with the nondimensional space and time co-ordinates

j5xAv

a
(3)

t5v•t (4)

the governing Eq.~1! in its one dimensional form can be reduced
to

]2T

]j2 5
]T

]t
(5)

For the general case of input oscillations with same main fre-
quency but different amplitude and phase at surfacesA andB, the
boundary conditions are given by

T~j050,t!5Tm1u0 cos~t1G0! (6)

T~jL5LAv/a,t!5Tm1uL cos~t1GL! (7)

Under steady periodic conditions the solution of the differential
Eq. ~5! with boundary condition given by Eqs.~6! and~7! can be
obtained by using method of Laplace transform. The solution can
be written in complex form as

T~j,t!5Tm1
uLeiGL sinh~jAi !2u0eiG0 sinh~Ai ~j2jL!!

sinh~jLAi !
ei t

(8)

The complex amplitude ratio between the mid point of the speci-
men and the surface can be given by

B* 5
2uLeiGL

uLeiGL1u0eiG0
coshFL

2 S iv

a D 1/2G (9)

The real measurable phase shift and amplitude ratio can be ex-
pressed as

DG5arctanS Im~B* !

Re~B* ! D (10)

And

uL

uL/2
5ARe~BR* !21Im~BR* !2 (11)

By measuring phase and amplitude of temperature oscillation at
the two surfaces as well as at the center~point C!, the thermal
diffusivity can be determined either from Eq.~10! or from Eq.
~11!. To measure the thermal conductivity directly from experi-
ment, we must consider the temperature oscillation in the refer-
ence layer at the two boundaries of the test fluid. The frequency of
temperature oscillation in this layer is also same as the frequency

Fig. 2 TEM photographs of dispersed nano particles

Fig. 3 Volume weighted particle size distribution for Al 2O3
particles

Fig. 4 The fluid volume for analysis
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generated in the Peltier element~described later!and that in the
test fluid. The one dimensional heat conduction in the reference
layer is given by

]2TR

]z2 5
]TR

]t
(12)

where z5xA v

aR
. (13)

The boundary conditions for the reference layer are

TR~z50,t!5T~j50,t! (14)

Interface temperature balance,

lRA v

aR

]TR

]z U
z50

5lAv

a

]T

]jU
j50

(15)

Interface flux balance.
The solution of Eq.~12! along with boundary condition~14!

and ~15! is given by

TR* ~z,t,jL!5Tm1u0ei ~t1G0! cosh~zAi !1C@uRei ~t1GR!

2u0ei ~t1G0! cosh~jLAi !#
sinh~zAi !

sinh~jLAi !
(16)

Where

C5
l

lR
AaR

a
(17)

The complex amplitude ratio in this case betweenx52D ~D
being the thickness of reference layer! andx50 is given by

BR* 5cosh~zDAi !2C sinh~zDAi !

3F ~uL /u0!ei ~GL2G0!2cosh~jLAi !

sinh~jLAi !
G (18)

The real phase shift and amplitude attenuation is giving by

DGR5arctanS Im~BR* !

Re~BR* !
D (19)

and

uD

u0
5ARe~BR* !21Im~BR* !2 (20)

the thermal diffusivity of the test fluid has already been measured
as described earlier and that of the reference layer being known,
the thermal conductivity of the specimen can be evaluated from
above formula.

Data Reduction
The temperature oscillation generated by the Peltier element

requires to be strictly periodic. The shape of the oscillation is
immaterial since any periodic oscillation can be expanded by Fou-
rier series in the form

T~t!5
a0

2
1(

k51

`

Ak sin~kt1uk! (21)

where

ak5
1

p E
0

2p

T~t!cos~kt!dt, k51,2,3, . . . (22)

bk5
1

p E
0

2p

T~t!sin~kt!dt, k50,1,2,3, . . . (23)

and

Ak5A~ak
21ak

2!, tanGk5
ak

bk
(24)

In the solution presented for fluid as well as the reference layer
earlier the fundamental oscillation is considered and the coeffi-
cients ak and bk are evaluated by numerical integration at the
appropriate location to yield the corresponding amplitude attenu-
ation and phase shift.

The Experimental Set-up and Procedure
The experimental setup has been shown schematically in Fig. 5.

As has been stated earlier a temperature oscillation technique
which is a modification of that used by Czarnetzky and Roetzel
@12# has been used. This technique required a specially fabricated
test cell~1! which is cooled by cooling water~2! on both of the
ends coming from a thermostatic bath~3!. Electrical connection
provides power to the Peltier element which is a DC power ob-
tained through a converter~4!. The temperatures are measured in
the test section~discussed later!through a number of thermo-
couples and these responses are amplified with amplifier~5! fol-
lowed by a filter which is finally fed to the data acquisition system
~6! comprising of a card for logging the measured data. The data
logger is in turn connected to a computer with proper software~7!
for online display which is required to assess the steady oscillation
and for recording data. Since in the present experiments the prime
objective is to observe the effect of temperature on the enhance-
ment of thermal conductivity, the control of temperature of the
fluid is important which is effected by proper adjustment of the
cooling water from the thermostatic bath. However for higher
temperatures it is sometimes necessary to increase the input volt-
age to attain the required temperature level which is then fine
tuned to the required temperature by control of cooling water
temperature.

The test section is a flat cylindrical cell as shown in Fig. 6. The
cell is mounted with its axis in horizontal position. The frame of
the cell is made of POM~Polyoxymethylene!, which can be ma-
chined accurately and simultaneously acts as the first layer of
insulation. The frame consists of the main part with a 40 mm hole
in it which makes the cavity to hold the test fluid, as well as the
two end plates which sandwiches the water cooler and the Peltier
element at both ends. The hole in the main frame is closed from
both sides with disc type reference material of 40 mm diameter
and 15 mm thickness. Thus the space for the test fluid is formed
which has a dimension of 40 mm dia and 8 mm thickness. The
fluid is filled through a small hole in the body of the cell. The
measurement of temperatures are made at three locations—at the
interface of the Peltier element and the reference layer, at the
interface of the reference layer and test fluid and the central axial
plane of the test fluid. For this purpose Ni-CrNi thermocouples of
0.1 mm diameter were used at the interfaces and 0.5 mm diameter

Fig. 5 Schematic of the experimental setup
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at the central plane from its stability consideration. The thermo-
couples at the interfaces are put in small groove and welded at the
tip while that at the center hangs from the wall. Before putting the
end reference plates, the central position of the thermocouple was
ensured through a precision measurement. The entire cell was
insulated further. The temperature of reference material was given
periodic oscillation by two Peltier elements (40 mm340 mm
square!from two ends. The temperature oscillation in this element
are controlled to obtained two objectives:

1! The oscillation amplitude is adjusted to be kept small
enough~of the order of 1.5 K!within the test fluid to retain con-
stant fluid properties and to avoid natural convection on one hand
and on the other it is not allowed to decrease too much so that the
accuracy of the measurement is affected. The Grashof number was
calculated to be 850, which is below the asymptotic limit for onset
of natural convection. The measurement with pure water of
known conductivity reconfirmed that no natural convection was
present.

2! The smaller amplitude and accurate adjustment of the
mean temperature of oscillation ensures that for the conducting
fluid, test is made at the sought temperature.

For example a typical temperature oscillation recorded at the lo-
cations after steady oscillation are reached is shown in Fig. 7. It
can be seen that the amplitude of the temperature oscillation pro-
duced by the Peltier element gets attenuated and its phase gets
shifted as it crossed the reference material. It is further attenuated
and shifted as it reaches the center of the test fluid. The theoretical
principle presented earlier reveals that it is possible to evaluate the

thermal diffusivity of the fluid very accurately by considering am-
plitude attenuating of thermal oscillation from the boundary~fluid
reference material interface! to the center of the fluid. However
for direct measurement of thermal conductivity one has to con-
sider the attenuation at the reference material as well. Since the
reference material has been worked upon and the microcracks and
inhomogenity of material brings out uncertainty in its thermal
conductivity value, direct evaluation of thermal conductivity of
fluid is less accurate. Hence, in the present measurement the value
of thermal diffusivity for the nanofluid is evaluated from experi-
ment. Subsequently the density has been measured and specific
heat is calculated from handbook, as

Cp,n f5
msCp,s1mwCp,w

ms1mw
(25)

Finally the thermal conductivity is calculated from

ln f5an frn fCp,n f (26)

Error Estimates
For measurement of thermal diffusivity, the main sources of

experimental uncertainty are the accuracy of thermocouples and
the location of temperature measurement. In the present measure-
ment thermocouples with an accuracy of 0.1 K were used and
location was determined with an accuracy 1.25%. Over the mea-
sured temperature range the accuracy of temperature measurement
came out to be 3.4%. This limits the combined uncertainty of
measurement within an acceptable limit of 5%. It was observed
that for using method to determine thermal conductivity directly
one has to take care of uncertainty of the thermal conductivity of
the reference layer, which is more than 5%. This makes the mea-
surement more inaccurate and hence has not been used here. As a
safeguard against experimental error the experimental setup de-
scribed above was first calibrated by measuring thermal diffusiv-
ity of demineralised and distilled water over a wide range of tem-
perature. It was found that over the temperature range of 20°C to
50°C the average deviation of thermal diffusivity from the stan-
dard values of handbook~VDI Wärmeatlas@13#! was 2.7%. Over
the range from 20 to 30°C the maximum error was found to be
limited to 2.11%. The maximum error was limited to 7% up to
temperature 50°C. This gave an indication about the accuracy of
the measurement and showed that over the entire range of mea-
surement an acceptable range of accuracy existed. The values of
error in thermal conductivity calculated from error analysis in the
previous section also matches well with the observed values. The
enhancement thermal conductivity values of nano fluids are mod-
erate increase of 2% to 36% over the base value of water and
hence the present ranges of accuracy is acceptable for the present
case.

Results and Discussion
To begin with measurements were done at room temperature for

Al2O3 and CuO nanofluids of water at various particles volume
concentrations. The results presented in Fig. 8 show an excellent
agreement with the measurement of Lee et al.@4# considering the
fact that minor differences in particles size existed between them.
The room temperatures were also not identical in the two cases,
still the present measurements confirm the same level of enhance-
ment of thermal conductivity as observed by the Argonne group
using an entirely different measurement technique.

Subsequently measurements were made for the nano fluids of
Al2O3-water and CuO-water with different particles concentration
and most importantly at different temperatures, which is the main
objective of the present work. Figure 9 shows the enhancement of
thermal conductivity of Al2O3 based nanofluids with temperature.
It is interesting to see both for 1% and 4%~volume! particle
concentrations there is a considerable increase in the enhancement
from 21°C to 51°C. With 1% particles at room temperature~21°C!

Fig. 6 The test cell construction

Fig. 7 Amplitude attenuation of source temperature oscilla-
tion in reference layer and in test fluid
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the enhancement in only about 2%, but at 51°C this value in-
creases to about 10.8%. Thus the present measurement shows that
in practical heat transfer application the enhancement achieved by
adding small volume of nano particles is considerably higher
compared to that believed at present@4#. The measurement with
4% concentration shown in the same figure~Fig. 9! shows one
more interesting feature. Here the enhancement goes from 9.4% to
24.3% with temperature rising from 21°C to 51°C. The average

rate of increase of enhancement in this case in much higher com-
pared to that of the 1% nanofluids, which can be observed from
the increased slope of the fitted line of the two nano fluids shown.
Thus it can be said that the enhancement of thermal conductivity
shows a dramatic increase with temperature and the rate of this
increase depends on the concentration of nano particles. As has
been expressed by Lee et al.@4#, the Hamilton–Crosser@8# model
given by effective conductivity in the form

l

lw
5

ls1~n21!lw2~n21!f~lw2ls!

la1~n21!lw1f~lw2ls!
(27)

is agreed upon by Al2O3 based nano fluids at room temperature.
This is somewhat contrary to the results of CuO based nanofluid
which did not agree with the model. Figure 10 shows that this
agreement for Al2O3-water is somewhat accidental because the
agreement is only good at room temperature. At elevated tempera-
ture even Al2O3-water nanofluid disagree with Hamilton–Crosser
model @8# because this model hardly changes the effective con-
ductivity with temperature~the change inl/lw curve with tem-
perature for this model@8# cannot be distinguished!. This brings
out some insight to the mechanism for thermal conductivity en-
hancement in nanofluids. In ordinary slurries the thermal conduc-
tivity is increased due to higher thermal conductivity of the solid
particles and hence the combine effective conductivity is some
kind of average of the liquid and solid conductivity. The
Hamilton–Crosser@8# is a kind of such average, weighted accord-
ing to the particles shape.

In nanofluid the main mechanism of thermal conductivity en-
hancement can be thought as the stochastic motion of the nano
particles. Presumable this Brownian like motion will be dependent
on fluid temperature and so this amount of enhancement with
temperature is quite explicable for Al2O3 since the particles size
~both for Lee et al.@4# and present study! was bigger. At low
temperature this motion was less significant giving the character-
istics of normal slurries which rapidly changed at elevated tem-
perature bringing more nanoeffect in the conducting behavior of
the fluid. This explanation also indicates the reason for the
‘‘anomalously increased’’ conductivity of nano fluid containing
Cu particles of less than 10 nm as observed by Eastman et al.
@10#. The main mechanism of enhancement of thermal conductiv-
ity there is the increased stochastic motion of the nanoparticles

Fig. 8 Enhancement of thermal conductivity at room
temperature

Fig. 9 Temperature dependence of thermal conductivity en-
hancement for water—Al 2O3 nanofluids

Fig. 10 Enhancement of thermal conductivity of water—Al 2O3
nanofluids against particles concentration and temperature
and comparison with Hamilton-Crosser †8‡ model
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rather than the thermal conductivity of Cu because the volume
fraction used~0.5%! was too small to bring about such an effect
by any kind weighted average. Thus the present results indicate
that it is possible to have a threshold temperature corresponding to
each particle size at which the effective thermal conductivity of
nanofluids starts deviating from that of usual slurries and the en-
hancement through stochastic motion of the particles start domi-
nating. The measurements with CuO-water nanofluid show nano
effect even at room temperature and in this case the enhancement
of the conductivity is much higher as shown in Fig. 11. The
Hamilton-Crosser@8# model gives a value less than that measured
at room temperature. The measurement of enhancement of con-
ductivity with particle concentration at different temperature pre-
sented in Fig. 12 confirms this and indicates the necessity for
better theoretical model for these for the entire range of tempera-
ture. In this case the effect of temperature on thermal conductivity
enhancement is even more dramatic as it climbs from 6.5% to
29% ~for 1% particle concentration! and from 14% to 36%~for
4% particle concentration!. However, in the case of CuO water
nanofluid the rate of change of enhancement with temperature did
not change as much with concentration as that observed for
Al2O3-water nanofluid in the present measurements. At this point,
we would like to express that the Hamilton Crosser model for
CuO as calculated by Lee et al.@4# seems to be incorrect since the
curve given by them corresponds to a particle conductivity of less
than 2 W/m K which is much smaller than value in literature
~;17.65 W/m K! @14#. For convenience we have indicated both
the curves in Fig. 12.

In general, the effect of particle concentration was found to be
less for CuO water nanofluid compared to Al2O3-water nanofluids
which can be attributed to the larger particle size of Al2O3 . On
the other hand the effect of temperature was found to be more
predominant in CuO water fluid which is due to the stochastic
motion of the particles which arguably will be more mobile with
smaller particle size.

Conclusion

The temperature effect of thermal conductivity enhancement in
nanofluids has been presented through an experimental investiga-
tion. A purely thermal method consisting of temperature oscilla-
tions at the fluid sample has been used for this purpose. The
method has been found to be appropriate for nano fluids both from
accuracy and prevention of natural convection point of view. The
measurement confirmed the level of thermal conductivity en-
hancement at room temperature as observed by others. It was
further observed that a dramatic increase in the enhancement of
conductivity takes place with temperature. It is observed that a 2
to 4 fold increase in thermal conductivity enhancement of nanof-
luids can take place over a temperature range of 21°C to 51°C.
This finding makes nanofluids even more attractive as cooling
fluid for devices with high energy density where the cooling fluid
is likely to work at a temperature higher than the room tempera-
ture. It has been observed that nanofluids containing smaller CuO
particles show more enhancement of conductivity with tempera-
ture. However the enhancement is considerably increased for
nanofluids with Al2O3 as well. The effect of particle concentration
was observed to be more for the Al2O3-water system. The mea-
surements indicate that particle size is an important parameter for
the observed behavior and the usual weighted average type of
model for effective thermal conductivity is a poor approximation
of the actual enhancement particularly at the higher temperature
range. The results indicate that a stochastic motion of nano par-
ticles can be a probable explanation if future theoretical studies
can confirm it.

The main limitation of the previous and the present experiments
is the non-availability of nano particles of different sizes for same
material which can conclusively indicate the effect of particle
size. However the present study brings out the important aspect of
temperature dependence of conductivity enhancement which can
be used as an important source for a comprehensive theoretical
treatment in the future.

Fig. 11 Temperature dependence of thermal conductivity en-
hancement for water—CuO nanofluids

Fig. 12 Effect of particle concentration on the thermal conduc-
tivity enhancement of water-CuO nanofluids at different tem-
perature and comparison with Hamilton-Crosser †8‡ models of
†4‡ and calculated by us
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Nomenclature

B 5 the amplitude ratio
B* 5 complex amplitude ratio

C 5 constant
Cp 5 specific heat, kJ/kg.K
D 5 thickness of reference layer, m
G 5 the phase shift
L 5 thickness of fluid sample, m
m 5 mass, kg
n 5 shape factor
T 5 temperature, K
t 5 time, s

tp 5 period, s
u 5 amplitude, K
x 5 space coordinate, m

Greek Symbols

a 5 thermal diffusivity, m2/s
D 5 difference

j, z 5 dimensionless space coordinates
l 5 thermal conductivity, W/~m K!
v 5 the constant angular frequency, 1/s
r 5 the density, kg/m3

t 5 dimensionless time~angle!

Subscripts

m 5 mean
nf 5 nanofluids

R 5 reference layer
s 5 solid ~particle!
w 5 water ~base fluid!
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@13# VDI-Wärmeatlas, 1997, 8th Ed. VDI Verlag GmbH, Du¨sseldorf.
@14# Bolz, R., and Tuve, G., 1970,Handbook of Tables for Applied Engineering

Science, The Chemical Rubber Co.

574 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. K. Chaniotis

D. Poulikakos
e-mail: dimos.poulikakos@ethz.ch

Y. Ventikos

Institute of Energy Technology,
Laboratory of Thermodynamics

in Emerging Technologies,
ETH, Zurich, Switzerland

Dual Pulsating or Steady Slot Jet
Cooling of a Constant Heat Flux
Surface
The work presented in this paper focuses on the effect of jet pulsation on the heat transfer
and fluid dynamics characteristics of single and double jet impingement on a constant
heat flux heated surface. Specifically, the influence of frequency, amplitude and in par-
ticular, of the phase difference of the two jets on the temperature distribution of the heated
surface is examined. The simulations are conducted using a novel, remeshed Smooth
Particle Hydrodynamics (SPH) methodology that is based on particle discretization of the
governing compressible Navier-Stokes equations. It was found that the strong aerody-
namic and thermal interaction that exists between the gaseous jets and the impingement
surface leads to non-linear system responses; with serious heat transfer implications.
Dynamical systems analysis leads to the identification of intermittent periodic/chaotic
behavior above a threshold value of the Reynolds number. As a result, a reduction in the
maximum plate temperature in a window of periodic behavior was discovered.
@DOI: 10.1115/1.1571093#

Keywords: Convection, Electronics, Heat Transfer, Impingement, Numerical Methods

1 Introduction
Jet impingement is a technique for enhancing heat transfer that

is employed in a variety of applications ranging from drying of
textiles and films, to metal sheet manufacturing and to gas turbine
and electronic equipment cooling. Due to its importance, jet im-
pingement heat transfer has been the topic of numerous investiga-
tions in recent years~see for example@1–4#!. Most of the previous
studies have focused on optimizing transport processes associated
with steady jet impingement. Configurations that have received
attention include impingement of axisymmetric~circular!and slot
~two dimensional! jets, with different spacing between the jet~s!
and the impingement surface, or different inlet velocity profiles
~flat, developed, or inclined!, and with or without confinement
@1–3,5–11#.

More recently, researchers started pursuing experimentally and
numerically heat transfer enhancement via flow pulsation@12–
22#. Some investigations involving jet pulsation show no enhance-
ment or even deterioration of heat transfer due to pulsation
@15,17#, because the pulsation energy in these studies affects
mainly the large scales of the flow and not the small structures
which can enhance the mixing@15# or because the non-linear dy-
namic responses of the hydrodynamic and thermal boundary lay-
ers @17#. Others reported a marginal beneficial effect of pulsation
@23,24#. There are also some studies which reported significant
enhancement@13,19,20,25#, because of either the interaction of
large scale structures with the boundary layer~periodic formation
of vortical structures which impinge upon the heat transfer sur-
face!, or because of the secondary flow structures~vortex rings!
@18,19,22#. In summary due to a host of physical reasons
explained in@17–19,22#a variety of heat transfer scenarios are
possible.

The present basic research work considers a pair of slot air jets,
impinging on a heated solid wall at constant heat flux. This jet
impingement arrangement is attractive due to its simplicity and to
the high convective heat transfer coefficients it yields, correspond-
ing to low wall temperatures. Most of the studies of jet impinge-
ment with pulsation presented until now focus on single jet con-

figurations~Fig. 1~a!!. An early investigation of two-dimensional
jet array impingement on an isothermal plate@5# showed heat
transfer reduction but improved heat flux uniformity compared to
the single jet geometry. Recently, Sheriff and Zumbrunnen in@21#
investigated experimentally the effect of flow pulsation on the
cooling performance of jet arrays and reported improved heat
transfer uniformity as well as presence of coherent structures, but
no significant enhancement, with respect to the heat transfer char-
acteristics.

The focus and the main novel feature of the present work is the
investigation of a pair of pulsed slot jet impingement, in an abso-
lute sense, as well as in comparison with single pulsed jet im-
pingement at the same flow rate~Fig. 1~b!!.

2 Governing Equations and SPH Methodology

2.1 Basic Equations. The fundamental system of differen-
tial equations governing the motion of a viscous, heat conducting,
compressible medium consists of the continuity, momentum and
energy equations. The conservation equations for a calorically
perfect gas without an energy source in nondimensional form are:
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The dimensionless numbers that appear in the equations are:
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where Re denotes the Reynolds number,M the Mach number and
Pr the Prandtl number andr is the nondimensional density,ui the
nondimensional velocity components,p the nondimensional pres-
sure,T the non-dimensional temperature,m the nondimensional
viscosity,k the nondimensional thermal conductivity, andcv the
nondimensional specific heat at constant volume. The dimension-
less quantities are defined as:
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wherer* is the density,ui* the velocity components,p* the pres-
sure,T* the temperature,m* the viscosity,k* the thermal con-
ductivity, R is the gas constant, andcv* the specific heat at con-
stant volume.

The quantitiesL0 , r0 , U0 , T0 , m0 , cp0 , and k0 denote the
characteristic length, density, velocity, temperature, dynamic vis-
cosity, specific gravity, specific heat and thermal conductivity, re-
spectively, andg is the ratio of the specific heat capacities.

The system of the differential equations~1–4! is closed with the
nondimensional equation of state for an ideal gas:

p5rT (7)

All the thermodynamic (cv) and transport (m,k) properties are
dependent on the temperature@26,27#.

In principle, a particular flow problem may be solved by inte-
grating the mass, momentum and energy equations, which are
described above, and additionally the equation of state. The initial
conditions are usually prescribed functions that describe the ve-
locity field and the two of the three scalar intensive properties
~density, temperature and pressure! of the flow.

The computational domains used in the present study are shown
in Figs. 1~a,b!. The inflow conditions are parabolic velocity pro-
file at constant~ambient!temperature.

Single Jet.

u50 v5vmaxS 12
x2

B2D , Tinlet51 (8)

wherevmax is the time dependent maximum velocity of the jet~at
the centerline!

vmax5Vmax~11A sin~vt !! (9)

Pair of Jets.
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As in the case of a single jet,

vmax5VmaxS 11A sinS vt6
w
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whereA andv denote the amplitude and the frequency of the jet
pulse,Vmax denotes the jet time averaged maximum velocity~at
the centerline!and w denotes the phase angle between the two
jets.

The average jet velocityV̄ of the parabolic profile is

V̄5
2Vmax

3
(12)

The Reynolds number is defined as

Re5
V̄rDh

m
(13)

whereDh is the slot hydraulic diameter,Dh54B for the single jet
andDh52B for the jet pair configurations, respectively.

The top plate is defined as an adiabatic wall~no-slip, no pen-
etration,dT/dy50), the side outflow conditions are those of zero
gradient (du/dx5dv/dx5dT/dx50) and ambient pressure
boundary. The impingement plate is defined as a solid wall~no-
slip, no penetration! heated with constant heat flux. In dimension-
less form this heat flux reads:

Q52
qwall9 Lo

k0T0
(14)

In order to be able to compare the heat transfer performance
between the single jet and the jet pair configurations Fig. 1 we
need an equivalency criterion. The criterion is that the same flow
rate is issued from the two configurations. As a result, and based
on the definitions above, the cooling performance of the single jet
configuration for a certain Reynolds number will be compared to
the cooling performance of the jet pair configuration, for a Rey-
nolds number half as large.

A commonly examined configuration,@5#, i.e., H/B55, LT /B
55 andL/B520 andQ52 ~the value ofQ allows for a visible
rise in the temperature but at the same time the buoyancy effects
are negligible!is adopted in all computations unless otherwise
noted.

Additionally, a numerical simulation of compressible flow re-
quires an accurate control of wave reflections from the computa-
tional domain. For accurate predictions, it is necessary to elimi-
nate the acoustic waves by a mechanism as non-reflecting or
absorbing boundary conditions@28,29#.

2.2 Numerical Method. A Lagrangian particle method
~Smooth Particle Hydrodynamics, SPH! is used in the present
study for the discretization and numerical solution of the govern-
ing equations. SPH is a Lagrangian solver of the compressible
Navier-Stokes equations@30,31#. The SPH equations are obtained

Fig. 1 Schematic representation of: „a… a single slot jet im-
pingement on a heated surface; and „b… a pair of planar air jets
impingement on a heated surface
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from continuum equations of fluid dynamics by interpolating a set
of points. The flow quantities are discretized into particles, where
each particlea is associated with a massma , densityra , velocity
ua , viscosityma , pressurepa and positionr a . The key idea of
the method is the representation of the physical quantities as a
linear superposition of kernel functions centered on the particle
locations using an interpolation operator~for more details con-

cerning SPH and applications of the method Refs.@30–36# are
recommended!. Using the standard SPH formulation@31# and
ideas outlined in previous works@24,37#, the governing equations
~1–7! can be discretized as:

Dra

Dt
52ra(

b
Vb~uW b2uW a!•¹aW~r a2r b ,h! (15)

Fig. 2 Maximum surface temperature as a function of time
„nondimensional …: „–j–… Single jet ReÄ133.3, „-j-… Single jet
ReÄ266.6, „-"-j-"-… Single jet ReÄ533.3, „ … Pair jet Re
Ä66.6, „- -… Pair jet ReÄ133.3, and „-"-… Pair jet ReÄ266.6

Fig. 3 Variation of the surface temperature as a function of the plate position: „a… single jet, „—…

ReÄ133.3, „- -… ReÄ266.6, „-"-… ReÄ533.3; „b… pair jet, „ … ReÄ66.6, „- -… ReÄ133.3, „-"-… Re
Ä266.6; „and variation of the velocity near the wall as a function of the plate position … „c… single
jet, „ … ReÄ133.3, „- -… ReÄ266.6, „-"-… ReÄ533.3; and „d… pair jet, „ … ReÄ66.6, „- -… Re
Ä133.3, „-"-… ReÄ266.6

Fig. 4 Maximum surface temperature as a function of time
„nondimensional …: „–j–… Steady single jet for Re Ä266.6, „ …

Steady pair jet for Re Ä133.3, „–d–… Pulsating pair jet AÄ0.5,
vÄ2, wÄ0 for ReÄ133.3, „–h–… Pulsating pair jet AÄ0.5, v
Ä2, wÄ1 rad for ReÄ133.3, „–L–… Pulsating pair jet AÄ0.5, v
Ä2, wÄ2 rad for ReÄ133.3, and „–s–… Pulsating pair jet A
Ä0.5, vÄ2, wÄ3.14 rad for ReÄ133.3
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whereuW 5(u,v).
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where the bracket means discretized quantity with respect to the
particlea.

A general formulation is adopted for the derivation of the vis-
cous terms of the Eqs.~16! and ~17! which accounts for variable
viscositym ~viscosity is a function of temperature!:

K ]

]xi
m

]uk

]xj
L

a

5ma(
b

Vb~ub
k2ua

k!•
]2

]xixj
W~r a2r b ,h!

1S (
b

Vb~mb2ma!•
]

]xi
W~r a2r b ,h! D

S (
b

Vb~ub
k2ua

k!•
]

]xj
W~r a2r b ,h! D

(18)

The energy equation reads

K rcv

DT

Dt L
a

5
g

Re PrH K ]

]x
k

]T

]x L
a

1 K ]

]y
k

]T

]y L
a
J 2~g21!

K pS ]u

]x
1

]v
]y D L

a

1
M2g~g21!

Re

H K 2

3
mF S ]u

]x
2

]v
]y D 2

1S ]u

]xD 2

1S ]v
]y D 2G L

a

1K mF S ]v
]x

2
]u

]yD 2G L
a
J (19)

where

K ]

]xi
S k

]T

]xi
D L

a

5ka(
b

Vb~Tb2Ta!•
]2

]xi
2 W~r a2r b ,h!

1S (
b

Vb~kb2ka!•
]

]xi
W~r a2r b ,h! D

S (
b

Vb~Tb2Ta!•
]

]xi
W~r a2r b ,h! D

(20)

The particles are moved in a Lagrangian frame, following the flow
paths

K dxW

dt L
a

5uW a (21)

Lagrangian numerical methods enjoy the advantage of auto-
matic adaptivity for their computational elements. However, the
flow strain can cluster particles in some regions of the flow field
and spread them apart in another. A novel feature of the present
approach, correcting this deficiency, is the periodic re-meshing

Fig. 5 Maximum surface temperature as a function of time
„nondimensional …: „–j–… Steady single jet for Re Ä266.6, „ …

Steady pair jets for Re Ä133.3, „–d–… Pulsating pair jets A
Ä0.5, vÄ1, wÄ3.14 rad for ReÄ133.3, „–h–… Pulsating pair jets
AÄ0.5, vÄ2, wÄ3.14 rad for ReÄ133.3, and „–L–… Pulsating
pair jets AÄ0.5, vÄ4, wÄ3.14 rad for ReÄ133.3

Fig. 6 Maximum surface temperature as function of time „non-
dimensional …: „–j–… Steady single jet for Re Ä266.6, „ …

Steady pair jets for ReÄ133.3, „–d–… Pulsating single jets A
Ä0.5, vÄ1 for ReÄ133.3, „–h–… Pulsating single jets AÄ0.5,
vÄ2 for ReÄ133.3, and „–L–… Pulsating single jets AÄ0.5, v
Ä4 for ReÄ133.3

Fig. 7 Maximum surface temperature as function of time „non-
dimensional …: „–j–… Steady single jet for Re Ä266.6, „ …

Steady pair jets for Re Ä133.3, „–d–… Pulsating pair jets A
Ä0.5, vÄ2, wÄ3.14 rad for ReÄ133.3, and „–L–… Pulsating
pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ133.3
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and re-initialization of the particle locations that are being dis-
torted by the flow map by high order moment conserving kernels
~remeshed SPH! @37#.

All the boundary conditions are modeled by boundary particles
~imaginary particles!, which have similar physical properties to
those of the particles that represent the flow field. The boundary
particles interact with the interior particles in such a way that the
necessary boundary conditions are satisfied. More detailed infor-
mation for the implementation of boundary conditions in the SPH
method can be found in@24,32,35#. More detailed information for
the discretization, and the particle remeshing can be found in
@30,31,37–40#. For the time integration, an ordinary differential
equation integrator@41,42# is used, which can handle stiff and
non-stiff systems accurately and with optimum computational
cost. In all simulations the thermodynamic and transport proper-
ties are dependent on the temperature@26,27#. For the sake of
generality, in all simulations we took into account many effects
~viscous dissipation and variable properties! since we believe that
this led to more accurate and more realistic modeling~DNS qual-
ity!. Of course the effect of the viscous dissipation term is small.

3 Results and Discussion
The local heat transfer coefficient can be expressed as

h5
1

Twall2Tinlet
qwall9 (22)

whereTinlet is the jet inlet temperature andTwall is the wall tem-
perature. The unknown in the above equation is the wall tempera-
ture. The corresponding local Nusselt number readsNu5hL/k. It
is clear from Eq.~22! that the maximum wall temperature corre-

sponds to a minimum Nusselt number. Additionally, the maximum
temperature is a critical design parameter for a cooling process,
exemplified by the reliable performance of electronic equipment.
For this reason, the maximum wall temperature will be the basic
monitoring quantity in our investigation.

Simulations are performed for 66.6,Re,533.3 for the single
jet case, which corresponds to fully laminar jets. The Prandtl num-
ber is 0.72 and the Mach number is 0.1. A Mach number less than
0.3 corresponds to a practically incompressible flow@43#. For the
SPH simulations, 10,000–80,000 particles are used, depending on
the Reynolds number, and always produced fully resolved solu-
tions for all the cases@24,37#.

Out of the extensive set of cases that have been simulated, we
have selected a representative group that we shall utilize for quan-
titative comparisons. In Fig. 2 the maximum temperature of the
surface is shown as a function of time for the single and pair jets
for steady jet inflow. It is clear that the jet pair configuration
always features higher maximum temperature when compared to a
single jet of an equivalent~twice as large!Reynolds number. This
difference in the maximum temperature between the single jet and
the jet pair can be explained from the variation of the temperature
along the plate~Fig. 3!. The convection in the middle of the plate
is very weak for the jet pair configuration~Fig. 3~b!! in contrast to
the single jet~Fig. 3~a!! where it is in this region that the maxi-
mum convective heat transfer occurs. On the other hand, the tem-
perature variation along the surface is smaller for the jets pair
configuration~Fig. 3!. It is also of interest to note that the maxi-
mum temperature difference between equivalent Reynolds num-
bers for single and double-jet configurations is increasing,
with the increase of the Reynolds number. This means that the

Fig. 8 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ133.3: „a… velocity time series, „b…
temperature time series, „c… frequency „ … of the velocity and „– –… temperature, and „d… two-
dimensional time delay reconstruction of the phase space
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relative efficiency of the double-jet configuration is decreasing,
when compared with the single-jet one, as the Reynolds number
increases.

In Fig. 4 the maximum temperature is shown as a function of
time for different phase angle differences of the pulsating jet pair.
This figure shows that the pulsation of the two jets with amplitude
A50.5 and angular velocityv52 in phase (w50), increases the
maximum temperature by 0.4%~negligibly! and possibly within
the limits of the modeling accuracy. Increasing the phase differ-
ence between the two jets, for example tow51 rad, the maximum
temperature decreases by 2% compared to the steady jet pair case
but it is still higher than that of the single steady jet.

For an even larger phase angle difference (w52 rad) the tem-
perature is reduced more~5% compared with the steady jet pair!
and it is comparable to the single steady jet. For the maximum
possible phase angle difference (w53.14 rad) the temperature is
reduced even more~6% compared with the steady pair! and is
now smaller than that of the single steady jet.

The effect of the frequency~or angular velocity! for the jet pair
and a comparison to a single jet is shown in Fig. 5. Interestingly,
the maximum temperature is not a monotonic function of the fre-
quency, which is also experimentally observed@17#. It is also
shown that when the frequency is low, the maximum temperature
is higher than the one reached in the steady state case. This is
obviously the effect of the prevalence of lower air velocities for a
relatively long period of time. Fig. 6 shows the effect of the fre-
quency variation on the maximum temperature for the case of
single jet impingement. The pulsation increases the maximum
temperature compared to the steady case~a not beneficial effect
for the stand point of temperature control!.

One crucial parameter for heat transfer enhancement is the am-

plitude of the pulse. In Fig. 7, the maximum surface temperature
is shown as a function of time for two different amplitudes, com-
pared always with the steady single jet and jet pair cases. An
important thermal design finding is that marked decrease of the
maximum temperature can be achieved by varying the amplitude:
For A51.0, an 11% decrease in maximum temperature is found
compared to the steady jet pair case and a decrease of about 6%
compared to the steady single jet.

The importance of the effect of the amplitude is reported in
@16,18,19,21,24#where a major increase of the average heat trans-
fer coefficient is found compared with the steady-jet results. As
the amplitude of the pulse increases the generated vortices pen-
etrate more in the wall jet region and boost the heat transfer.

For Re5133, a portion of the velocity and temperature time
series is shown in Fig. 8~a!, ~b!, where the unit of ‘‘n’’ represents
5 time steps of the computation. The velocity and temperature
sampling location in this and subsequent figures is designated
with a circle in Fig. 1~b!. This location is arbitrarily selected, but
we have verified that the nature of the results presented is not
affected by this selection. The power spectrum of the signals ob-
tained from longer time series is shown in Fig. 8~c!, where the
peak in f 050.31831 corresponds to the frequency imposed from
the pulsation.~The frequencyf 0 is related to the angular velocity
of the pulsev, ( f 05v/2p52 rad/2p)).

The two-dimensional time delay reconstruction@44# of the ve-
locity signal is shown in Fig. 8~c! where the time delay used is
about one tenth of the period. It is obvious that the system is
characterized by a limit cycle behavior, obeying the forcing fre-
quency of the two jets.

For higher Reynolds number (Resingle5533.3,Repair5266.6) the
increase of the pulsation amplitude decreases the maximum plate

Fig. 9 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ266.6: „a… velocity time series, „b…
frequency of the velocity, and „c… two-dimensional time delay reconstruction of the phase space
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temperature~not shown here for brevity! an observation similar to
that of Fig. 7. The difference between the steady single jet and the
steady jet pair is smaller for smaller Reynolds numbers (Resingle
5266.6,Repair5133.3). For the maximum amplitude of the pulsa-
tion A51.0, the maximum temperature decrease is approximately
12%, compared to the steady jet pair.

For the Reynolds number Re5266.6 the signal is not periodic
any more~Fig. 9~a!!. In the frequency spectra of the velocity
signal, many sub-harmonics appear, Fig. 9~b!. The two-
dimensional time delay reconstruction of the signal is presented in
Fig. 9~c! where the time delay used is about one tenth of the
period. The calculated maximum Lyapunov exponent@44# is l
50.0075 bits/orbit. This small value of the computed Lyapunov
exponent is however within the numerical error margin, for this
Reynolds number, and thus inconclusive. The frequency spectrum
and the emergence of subharmonics, on the other hand, hint to-
wards a rich dynamical behavior and the possibility of a period
doubling scenario@45#. This observation guides us in exploring
the evolution of the system as the parameter~i.e., Reynolds num-
ber! increases from 133.3~Fig. 8! to 266.6~Fig. 9!.

In Fig. 10~a!, a part of the velocity signal for Re5218.6 is
shown~Fig. 10~b!depicts a similar time series for temperature!.
The emergence of a second frequency, 1/2 of the main forcing
frequency of the system, is observed~Fig. 10~c!!. The attractor
~Fig. 10~d!!, shows also that the period of the velocity signal is
twice the period of the pulse. The delay is again about one tenth of
the period and the embedding dimension is again two.

An exhaustive set of simulations has been conducted, in order
to pinpoint the exact Reynolds number that this first period dou-
bling bifurcation takes place. It was found that this occurs at Re
5208, between the two cases presented in Fig. 8 and Fig. 10, with

accuracy better than 1 in the Reynolds number scale. Further in-
creasing the Reynolds number leads to an increase of the ampli-
tude of the first sub-harmonic,f 5 f 0/2. At the same time, the
trajectories in the time delay reconstruction start to separate in two
cycles as shown in Fig. 10~d! @45–47#.

As the Reynolds number increases further, the amplitude of the
sub-harmonic frequencyf 5 f 0/2 becomes dominant and in the
attractor the two cycles become unequal. Further increase of the
Reynolds number (Re5258.6) leads to an even smaller sub-
harmonic~Fig. 11 and Fig. 11~b!!, which has frequencyf 5 f 0/8.
The attractor~Fig. 11~c!and Fig. 11~d!!shows likewise the exis-
tence of that sub-harmonic, as the smaller cycle of the attractor
Fig. 10~d! splits into four trajectories Fig. 11~d!. The minimal
sufficient embedding dimension ism53 ~all attractor depictions
in the present work are two-dimensional, however wherever quan-
titative phase-space computations are performed, like in the case
of Lyapunov exponents, higher embedding dimensions are utilized
as necessary!. It is clear that the system is not following the usual
period doubling bifurcation (period-2⇒period-4⇒period-
8⇒etc) @47#. Such incomplete sequences have been observed in
fluid dynamic systems~usually coupled with heat transfer!
@48–50#.

For even higher Reynolds numbers, (Re5533.3), the signal is
fully non-periodic, as hinted by the time series in Fig. 12~a! and
by the filling up of the spectrum in Fig. 12~b!. The calculated
maximum Lyapunov exponent is, in this case,l50.37
60.01 bits/orbit, which allows for a confident characterization of
this case as fully chaotic.

The existence of intermittent intervals of periodicity, within the
overall chaotic time series, can be deduced from Fig. 12~a! @51#
~the same behavior is evident in the temperature time series also!.

Fig. 10 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ218.6: „a… velocity time series, „b…
temperature time series, „c… frequency „ … of the velocity and „– –… temperature, and „d…
two-dimensional time delay reconstruction of the phase space
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We can verify that the apparently periodic portions of the signal in
Fig. 12~a!are indeed periodic, by examining the relative segments
of the time series, Fig. 12~d! and the corresponding frequency
domain signatures, Fig. 12~e!. This switching from fully aperiodic
to periodic behavior, for this Reynolds number, has implications
in the observed maximum temperatures: for the aperiodic inter-
vals, the maximum temperature presents us with significantly
larger values and a much more intense oscillatory behavior than
those observed during the periodic intervals~Fig. 13~a!!. There is
a predictable relationship between the operating temperature of
electronic parts and reliability. Materials employed in the manu-
facture of electronic devices have finite temperature limits; when
these limits are exceeded, the physical properties are altered and
the device ceases to perform its intended function. Failure also
can occur gradually as a result of sustained operation at interme-
diate temperatures, producing slow but persistent deterioration of
materials and finally ending in failure of the device. The perfor-
mance of such components is affected by high temperatures for
‘‘finite time’’ ~Fig. 13~b!!and not just instantaneous single picks.

The prevalence of a period doubling bifurcation scenario,~see
Fig. 10 and Fig. 11 and discussion for transition fromf 0/2 to
f 0/8), which moreover presents us with intermittent behavior for
particular values of the Reynolds number, dictates a scrutinized
investigation of the parameter space of interest, guided by engi-
neering design considerations: Dynamical systems theory, when
applied to systems of the nature described herewith, introduces
universal behavior laws, when bifurcation and state diagrams are
concerned. More specifically, it can be observed from a typical
bifurcation diagram for period-doubling systems, that the possibil-
ity for ‘‘discontinuous’’ behavior for parameter intervals, embed-

ded within the chaotic regime is possible. After the accumulation
of bifurcations has occurred~Feigenbaum@45#!, and the transition
to chaotic states has been realized, the possibility exists that a
further increase in the Reynolds number may lead to periodic or
quasiperiodic behavior, the famous windows of periodicity in bi-
furcation theory. By investigating the temporal behavior of the
system for a series of states within the chaotic regime, we identify
a region of such non-monotonic behavior:

Fig. 14~A!shows that from Reynolds number 273.33 until Rey-
nolds number 346.66, the system presents us with a significant
drop in maximum temperature, and a accompanying decrease in
the temperature fluctuation, signatures of periodic behavior, as we
have seen from Fig. 13. A much more pronounced drop in tem-
perature can be observed if we focus at our control point~shown
in Fig. 1~b!! in the flow field, ~Fig. 14~B!!. Dynamical systems
theory predictions are indeed confirmed, if we investigate dy-
namic behavior for the four Reynolds numbers identified in Fig.
14~B! as ~a!, ~b!, ~c!, and~d!:

Figure 15 shows time histories, frequency spectra and attractors
for the last chaotic state (Re5273.33,~a!, the first periodic state
of the identified window (Re5280.0,~b!, the last periodic state of
the identified window (Re5333.33,~c! and the first chaotic state
of the new chaotic regime (Re5346.66,~d!, after the window in
periodicity has been surpassed. The condition represented by state
~c!, has an apparently complex attractor shape Fig. 15~c!, but ex-
amination of the corresponding frequency spectrum reveals a se-
ries of distinct peaks, and not the fuller broad spectrum, charac-
teristic of chaos, that we see for example for states~a! and ~d!,
Fig. 15~a!,~d!.

A Lyapunov exponent computation for this case~c! gives a

Fig. 11 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ258.6, „a… velocity time series, „b…
frequency spectrum of the velocity, „c… two-dimensional time delay reconstruction of the phase
space n, and „d… focus of the two-dimensional time delay reconstruction of the phase space

582 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



value that fluctuates around zero, confirming our observations.
What this set of observations tell us is that there exists an optimal
Reynolds number~which corresponds to Fig. 14~B!, ~c!!, where
the flow rate is the maximum allowing periodic behavior along
with the corresponding desirable decrease for the maximum tem-
perature. From a design point of view, this last condition would
correspond to a very favorable operating point for the configura-
tion, since it combines the controlled behavior of periodic flow,
~that allows for avoidance of sustained maximum temperature
peaks!, with the highest flow rate that such a periodic state is
possible. We must note that dynamical systems theory provides
for the existence of additional periodic windows, further down the

parameter scale, however these windows are of significantly
smaller width in the Reynolds number scale, and for the system
under investigation, non-exploitable practically.

4 Conclusions
A detailed set of two-dimensional resolved simulations for the

flow and heat transfer characteristics of single and pair slot pul-
sating jets impinging on a hot, constant heat flux surface, has been
conducted. We have investigated the performance of these con-
figurations, using the maximum temperature of the impingement
surface as the principal design criterion. By varying systemati-

Fig. 12 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ533.3, „a… velocity time series,
„b… frequency spectra of the velocity signal „a…, „c… phase space reconstruction of „a… with time
delay about one fifth of the period, „d… portion of „a…, and „e… frequency spectra of the velocity
signal „b…
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cally the pulsation characteristics~frequency, amplitude and phase
angle!as well as the Reynolds number, we have identified opti-
mum operating regimes. For the case of Re5133.33A51.0, v
52 andw53.14 rad, we have found an improvement of 6% when
compared to the single non-pulsating jet. Enhancement in perfor-

mance is observed when the jets are pulsating out of phase. More-
over, guided by dynamical systems theory, we have identified both
intermittent behavior of the system~periodic/chaotic! for particu-
lar Reynolds numbers, and more importantly, windows of pure
periodicity at post-chaotic values of the Reynolds number. This
latter observation can assist in the selection of particularly favor-
able design regimes, since it allows for all the beneficial features
of periodic behavior~i.e., quiescent behavior of the maximum
temperature with lower average values as well!, at higher than
intuitively accessible flow rates. The improvement in the maxi-
mum temperature is not very large in an absolute sense but it may
still be important when it comes to sensitive electronics.
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Nomenclature

Roman Symbols

A 5 amplitude of the pulse
B 5 width of the slot jet

cv 5 specific heat at constant Volume
D 5 hydraulic diameter,D52B
f 5 frequency

f 0 5 pulsation frequencyf 05v/2p
H 5 distance between jet exit and Impingement Plate
h 5 local heat transfer coefficient

Fig. 13 Pulsating pair jets AÄ1.0, vÄ2, wÄ3.14 rad for ReÄ533.3: „a… maximum temperature; and „b…
maximum temperature using a low pass filter „1-period…

Fig. 14 „A… Maximum temperature of the plate, „B… Tempera-
ture of a control point as a function of Reynolds number: „ …

Average temperature „A… and „B…, „–s–… Maximum temperature,
and „" " " "… Minimum temperature
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k 5 thermal conductivity of air
L 5 length of the impingement Plate

LT 5 slot spacing
M 5 Mach number
m 5 mass
Pr 5 Prandtl number
p 5 pressure
Q 5 dimensionless heat flux

qwall9 5 wall heat flux
r 5 position vector

Re 5 Reynolds number at slot exit,
Re 5 V̄rD/m
Nu 5 local Nusselt numberhL/k

T 5 temperature
ui 5 velocity component

Vmax 5 time averaged maximum Velocity of the Jet
V̄ 5 averaged jet velocity

vmax 5 time dependent maximum Velocity of the Jet
xi 5 location vector

Greek Symbols

g 5 ratio of specific heat capacities
m 5 viscosity of air
r 5 density of air
w 5 phase angle difference between The Two Jets
v 5 nondimensional angular velocity of the pulse

Fig. 15 Dynamic behavior for the four states identified in Fig. 14: First column: Velocity time series;
Second column: Frequency spectrum of the velocity; and Third column: two-dimensional time delay
reconstruction of the phase space.
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Subscripts

a 5 particlea
b 5 particle b

pair 5 pair slot jet
single 5 single slot jet
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Heat Transfer Between Blockages
With Holes in a Rectangular
Channel
Experiments have been conducted to study steady heat transfer between two blockages
with holes and pressure drop across the blockages, for turbulent flow in a rectangular
channel. Average heat transfer coefficient and local heat transfer distribution on one of
the channel walls between two blockages, and overall pressure drop across the blockages
were obtained, for nine different staggered arrays of holes in the blockages and Reynolds
numbers of 10,000 and 30,000. For the hole configurations studied, the blockages en-
hanced heat transfer by 4.6 to 8.1 times, but significantly increased the pressure drop.
Smaller holes in the blockages caused higher heat transfer enhancement, but larger
increase of the pressure drop than larger holes. The heat transfer enhancement was lower
in the higher Reynolds number cases. Because of the large pressure drop, the heat transfer
per unit pumping power was lower with the blockages than without the blockages. The
local heat transfer was lower nearer the upstream blockage, the highest near the down-
stream blockage, and also relatively high in regions of reattachment of the jets leaving the
upstream holes. The local heat transfer distribution was strongly dependent on the con-
figuration of the hole array in the blockages. A third upstream blockage lowered both the
heat transfer and the pressure drop, and significantly changed the local heat transfer
distribution. @DOI: 10.1115/1.1576812#

Keywords: Experimental, Forced Convection, Blockages With Holes, Turbines,
Turbulent

Introduction
Various methods have been used to protect turbine airfoils from

the hostile environments in the hot gas paths: film cooling, tran-
spiration cooling, enhanced internal cooling, impingement cool-
ing, and the use of thermal barrier coatings. Han et al.@1# and Lau
@2# surveyed published literature on turbine airfoil heat transfer
and cooling technology. For internal cooling of turbine airfoils,
ribs, pin fins, and impinging jets are often used to enhance the
heat transfer by convection between the surfaces of internal pas-
sages and the cooling air. Another internal cooling channel con-
figuration is being considered for the region of an airfoil near the
trailing edge. Cooling air is forced to flow past staggered holes
along two or more internal partitions near the trailing edge before
exiting the airfoil through an array of slots along the trailing edge.
The cooling airflow through these holes is expected to enhance the
heat transfer on the two opposite walls between the partitions with
the holes.

There has not been any study of heat transfer for flows through
staggered hole arrays in channels with the geometry described
above. Ekkad et al.@3# and Pamula et al.@4# used liquid crystals
and smoke for visualization to study the heat transfer in a two-
pass channel with the two straight passes separated by a dividing
wall with an array of holes. Their results showed that flow im-
pingement and cross flow induced swirls increased the heat trans-
fer in the second pass of the channel. Kukreja and Lau@5# con-
ducted experiments to measure the local heat transfer for turbulent
flows through a long, straight, square channel with ribs of various
configurations, including perforated ribs, on two opposite walls,
using transient liquid crystal thermometry. The rib height-to-
hydraulic diameter ratio and the rib pitch-to-height ratio were
0.125 and 10, respectively, and the Reynolds number ranged from
15,000 to 50,000. Perforated ribs were found to be not as good as

solid ribs in enhancing heat transfer. Although perforated ribs
caused lower pressure drop, they did not improve thermal perfor-
mance. Increasing the size of the holes, the number of holes, or
the total hole area did not increase the overall heat transfer.

Buchlin @6# studied the effects of the configuration and the pitch
of perforated ribs, the ratio of the open area to the total frontal
area of the ribs~open area ratio!, and the Reynolds number on
heat transfer on a surface with periodic perforated ribs in a wind
tunnel. Five types of perforated ribs were tested: bottom hole type,
tilted hole type, arch type, column type, and chevron type. An
increase of the local heat transfer of up to a factor of 3.0 was
observed immediately downstream of the perforated ribs, when
compared with corresponding local heat transfer for solid ribs. An
optimal design was recommended: chevron type perforated ribs
with a rib pitch-to-height ratio of 5.0 and an open area ratio of
0.53, and Reynolds numbers between 30,000 and 60,000. Among
other studies of perforated ribs and partial blockages are Hwang
et al. @7# and Liou and Chen@8#.

The main objective of this study is to examine, for turbulent
airflow through blockages with staggered holes in a wide rectan-
gular channel, the heat transfer on the channel walls between
blockages. The local heat transfer distribution and the average
heat transfer on one of the channel walls between two blockages
are measured, along with the overall pressure drop across the
blockages, for different staggered arrays of holes in the blockages
and Reynolds numbers of 10,000 and 30,000, typical for internal
cooling of turbine airfoils. Designers of turbine engines should
find the results of this fundamental study very useful.

Experimental Apparatus and Procedure
Experiments were conducted to determine, for turbulent airflow

through blockages with holes in a rectangular channel, the steady
heat transfer on the channel walls between blockages. Two geo-
metrically identical test sections were used in this study. The first
test section was a 35.6-cm long rectangular channel with a flow
cross section of 17.8 cm~width! by 3.05 cm~height!. The channel
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was constructed of plywood with a smooth birch inner surface.
Inside the channel there were two or three acrylic blockages, each
with a cross section that was the same as the channel cross section
and a thickness of 1.91 cm. The distance separating consecutive
blockages was 6.35 cm, and the last blockage was installed at a
distance of 7.62 cm from the exit of the channel. Each blockage
had a row of seven equally spaced holes to allow air to flow
through~Fig. 1!. The distance between adjacent holes in a block-
age was 2.54 cm, and the array of holes in a blockage was stag-
gered with respect to that in the next blockage.

During an experiment, air was drawn into the test channel from
the air-conditioned laboratory with a blower. After the air passed
through the staggered array of holes in the blockages in the test
channel, it flowed into a large plenum. A gate valve and a cali-
brated orifice flow meter, connected in series to the plenum with
PVC pipes and fittings along an open flow loop, controlled and
measured the mass flow rate, respectively. Figure 2 shows the test
flow loop with the first test section.

To measure the average heat transfer coefficient on the exposed
surface of one of the channel walls between two blockages as air
passed through the test channel, the portion of the bottom wall
between the last two blockages was replaced with a 1.27 cm thick
copper plate. The copper plate measured 6.35 cm by 17.8 cm,
which was exactly the same as the dimensions of the exposed
surface between two blockages. During an experiment, the block
was heated by passing electric current through a 6.35 cm by 17.8
cm flexible heater that was attached with silicone adhesive to the
outer surface of the copper plate. Fiberglass and Styrofoam insu-
lation on the outer surface of the heater minimized extraneous
heat losses.

The copper plate was instrumented with eight small gage T-type
~copper-constantan! thermocouples. The thermocouples were in-
stalled in deep holes that were drilled into the copper plate in a
direction parallel to the top and bottom surfaces of the block.
Figure 3~a!shows the locations of the junctions of these thermo-
couples that were distributed over the 6.35 cm by 17.8 cm area
between the two blockages with holes. Silver paint was used to
ensure good contact between each thermocouple junction and a
copper plate. An ohmmeter was used to check for good contact
between each thermocouple and the copper plate. Two thermo-
couples were used to record the inlet air temperature.

A computer-controlled data acquisition system recorded the
thermocouple outputs during an experiment. Each thermocouple,
along with the data acquisition system, was calibrated with a con-
stant temperature bath and an NIST-calibrated mercury thermom-
eter.

Two digital TRMS multimeters and a current clamp were used
to measure the voltage and current supplied to the heater. An
inclined oil manometer and a U-tube water manometer were used
to measure the pressure drop across the orifice and the pressure
upstream of the orifice, respectively.

During an experiment, the overall pressure drop across the last
two blockages was also measured. The difference between the
static pressures at two taps, located at a distance of 1.27 cm up-
stream of the second to last blockage and 1.27 cm downstream of
the last blockage, was measured with a U-tube manometer or an
inclined manometer, depending on the range of measurement.

Experiments were conducted to determine the average heat
transfer coefficient on one of the channel walls between two
blockages, for nine different staggered arrays of holes in the
blockages and two airflow rates, with corresponding Reynolds
numbers, based on the hydraulic diameter of the test channel, of
10,000 and 30,000.

Table 1 gives the configurations and dimensions of the nine
staggered hole arrays. In seven of the nine cases, the diameter of
the holes was 1.27 cm, and in the other two cases, the diameter of
the holes was 1.91 cm. The center of the holes was located along

Fig. 1 Blockages with holes in this experimental study

Fig. 2 Schematic of test apparatus for average heat transfer
measurements

Fig. 3 Schematics of test sections for average and local heat
transfer measurements „not to scale…
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the mid plane of the test channel in cases 1, 6, 8, and 9, and was
above or below the mid plane of the test channel in the other
cases. Symbols have been assigned to identify the locations of the
holes in each blockage relative to the mid plane of the test chan-
nel: ‘‘M’’ for the center of holes located in the mid plane of the
test channel, ‘‘U’’ for ‘‘above the mid plane,’’ and ‘‘L’’ for ‘‘below
the mid plane.’’

The second test section was for determining the local, steady
distribution of the heat transfer coefficient on the exposed surface
of one of the channel walls between two blockages as air passed
through the test channel. The test section had the same dimensions
as the first test section, except that the top wall was a 5.0 mm
thick clear acrylic plate and the portion of the bottom wall be-
tween the last two blockages was covered with a 0.025 mm thick
Inconel thin-foil heater. The thin-foil heater was attached to the
bottom wall with a double-sided adhesive sheet that was cut to the
same width as the thin-foil heater. Figure 3~b! shows the top view
of the second test section.

The power input to the thin-foil heater was controlled with two
variable transformers connected in parallel, and two digital TRMS
multimeters and a current clamp were used to measure the voltage
and current supplied to the heater.

Thermochromic liquid crystals~over a thin base layer of black
paint! were sprayed onto the exposed top surface of the thin-foil
heater to indicate the temperature distribution when electrical cur-
rent was allowed to pass through the thin-foil heater during an
experiment. The narrow-band liquid crystals, with a sensitivity of
1.0°C, turned yellow when the temperature was 35.2°C. A digital
camera recorded the contours on the liquid crystal-coated surface
for five different power inputs, and a computer software was used
to analyze the pictures and to prepare a contour map to indicate
the distribution of the local heat transfer coefficient.

Experiments were conducted to determine the local distribution
of the heat transfer coefficient on the bottom channel wall be-
tween two blockages, for the same nine staggered arrays of holes
in the blockages and the same Reynolds numbers as for the aver-
age heat transfer experiments. Separate experiments were per-
formed to calibrate the liquid crystals. There were 18 test runs
each for measuring average heat transfer, local heat transfer dis-
tribution, and overall pressure drop. Each test run was repeated at
least once, and during each test run, data were recorded multiple
times so that there were sufficient data for statistical uncertainty
analysis of the measured quantities.

Data Reduction
The Reynolds number for the flow of air through the test sec-

tion is based on the hydraulic diameter of the test section,Dh , and
is calculated as

ReDh5
rūDh

m
5

2ṁ

m~W1H !
(1)

where ū is the average velocity,r and m are the density and
dynamic viscosity,ṁ is the mass flow rate, andW andH are the
width and the height of the test channel.

The overall and local heat transfer coefficients are evaluated,
respectively, as

h̄5
qc

As~ T̄w2T̄m!
5

VI2qloss

As~ T̄w2T̄m!
(2)

h5
qc

As~Tw2T̄m!
5

VI2qloss

As~Tw2T̄m!
(3)

whereV andI are the applied voltage and current,As is the area of
the heated surface, andT̄m is the average of the inlet bulk tem-
perature and the bulk temperature at the downstream edge of the
copper plate or the thin-foil heater. The latter bulk temperature is
determined based on an energy balance asTm,o5Tm,i1(VI
2qloss)/(ṁcp).

The average and local Nusselt numbers are defined as

NuDh5
h̄Dh

k
(4)

NuDh5
hDh

k
(5)

The Nusselt numbers are normalized with the Nusselt number for
fully developed turbulent flow in a smooth channel with the same
hydraulic diameter as the test channel~p. 492, Incropera and
DeWitt @9#!.

NuDh,05
~ f 0/8!~ReDh21000!Pr

@1112.7~ f 0/8!1/2~Pr2/321!#
(6)

where f 0 is the friction factor for fully developed turbulent flow
in the smooth channel, and is given by~p. 470, Incropera and
DeWitt @9#!

f 05@0.79 ln~ReDh!21.64#22 (7)

Based on the measured overall pressure drop across two block-
ages with holes, the friction factor is determined as

f 5
~Dp/Dx!Dh

rū2/2
(8)

whereū may be calculated fromṁ. The friction factor is normal-
ized with f 0 given in Eq.~7!.

The relative thermal performance is

TP5S NuDh

NuDh,0
D •S f

f 0
D 21/3

(9)

Table 1 Configurations and dimensions of staggered hole arrays in the blockages in this study

Case 1 2 3 4 5 6 7 8 9

Number of Blockages 2 2 2 2 2 3 3 2 3
Diameter of Holes in
Blockages~cm!

1.27 1.27 1.27 1.27 1.27 1.27 1.27 1.91 1.91

Distance from Center of
Holes in First Blockage to
Heated Wall~cm!

¯ ¯ ¯ ¯ ¯ 1.52 1.52 ¯ 1.52

Distance from Center of
Holes in Second Blockage to
Heated Wall~cm!

1.52 1.14 1.14 1.91 1.91 1.52 1.14 1.52 1.52

Distance from Center of
Holes in Third Blockage to
Heated Wall~cm!

1.52 1.14 1.91 1.91 1.14 1.52 1.91 1.52 1.52

Symbol for Identifying
Location and Size of Holes

MM LL LU UU UL MMM MLU MM MMM
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This ratio compares the heat transfer per unit pumping power for
the test channel, with blockages, with that for a smooth channel
with the same hydraulic diameter as the test channel.

The maximum uncertainty of the mass flow rate is estimated to
be 63.79%. The variation of the pressure drop across the orifice
flow meter, measured with a manometer, is the dominating term in
the calculation of the uncertainty of the mass flow rate. Using
uncertainties of 1.6 mm for all dimensions of the test section and
1.0% for all properties of air, the maximum uncertainties of the
Reynolds number is calculated to be64.07% ~Coleman and
Steele @10#!. For all the test runs, the ReDh values are within
61.5% of the nominal value of 10,000 or 30,000.

For the average heat transfer measurements, the maximum un-
certainties of the temperature difference, the voltage, and the cur-
rent are64.90%,60.23%, and61.89%, respectively. With these
values, the maximum uncertainty of the heat transfer coefficient is
calculated to be65.27%. Using uncertainties of 1.6 mm for the
hydraulic diameter and 1.0% for the thermal conductivity of air,
the corresponding maximum uncertainty of the Nusselt number is
determined to be66.18%. For the local heat transfer measure-
ments, the maximum uncertainties of the heat transfer coefficient
and the Nusselt number are66.86% and67.59%, respectively.

The maximum uncertainty of the friction factor is determined to
be 68.53%.

Presentation and Discussion of Experimental Results

Average Heat Transfer and Overall Pressure Drop. Experi-
mental average heat transfer and overall pressure drop results
have been obtained for nine different staggered arrays of holes in
the blockages and two airflow rates, with corresponding Reynolds
numbers, ReDh , of 10,000 and 30,000. These results are presented
in Table 2 as average Nusselt numbers and friction factors,NuDh
and f, and average Nusselt number and friction factor ratios,
NuDh /NuDh,0 and f / f 0 .

Both the average Nusselt number and the friction factor are
higher when the Reynolds number is higher. However,
NuDh /NuDh,0 decreases andf / f 0 increases as the Reynolds is in-
creased from 10,000 to 30,000. The smaller holes~with diameter
of 1.27 cm!in the blockages cause higher heat transfer enhance-
ment than the larger holes~with diameter of 1.91 cm!, with values
of NuDh /NuDh,0 between 5.66 and 8.10 compared with values
between 4.57 and 5.20. The smaller holes also cause significantly
larger increase of the pressure drop than the larger holes. Thef / f 0
values in the smaller hole cases are at least six times of those in
the larger hole cases.

Among the smaller hole cases, the heat transfer enhancement is
the highest in Case 2~LL!, with the holes in both the upstream
and downstream blockages offset toward the heated surface~be-
low the mid plane of the test channel, with the heated copper plate
in the bottom wall of the channel!. The heat transfer enhancement
is also quite high in Case 3~LU!, with the holes in the upstream

blockage below the mid plane of the test channel and the holes in
the downstream blockage above the mid plane of the test channel.
In both cases, there are only two blockages with holes. The heat
transfer enhancement is lower in the other three cases with only
two blockages: Case 1~MM!, Case 4~UU!, and Case 5~UL!. The
values ofNuDh /NuDh,0 do not differ significantly in these cases.

Adding a third blockage with holes upstream of the two block-
ages lowers the heat transfer enhancement. This is evident when
the values ofNuDh /NuDh,0 for Case 3~LU! and Case 7~MLU! are
compared, and when the values for Case 1~MM! and Case 6
~MMM! are compared. The extra upstream blockage, with holes
that are staggered with respect to those in the blockage upstream
of the heated wall, prevents the air from the open channel from
flowing straight toward the holes in the blockage upstream of the
heated wall. A portion of the flow probably impinges on the up-
stream surface of the blockage upstream of the heated wall, and
gets drawn into recirculating zones, before turning downstream
and passing through the holes in the blockage. The local heat
transfer distributions, to be presented later, will show that the
extra upstream blockage significantly changes the flow field, and
thus, the heat transfer on the walls, between the two downstream
blockages. The results for Case 1~MM! and Case 6~MMM! also
show that, in the case in which the holes in all three blockages are
located in the mid plane of the channel, the heat transfer is higher
on the walls between the two upstream blockages than on the
walls between the two downstream blockages.

The NuDh /NuDh,0 values in the two cases with larger holes in
the blockages, Case 8 (MM) and Case 9 (MMM), are much
lower than those in the other cases with smaller holes, with values
between 17% and 36% lower. Adding a blockage with large holes
upstream of the two blockages with large holes again lowers the
heat transfer enhancement.

The blockages with the smaller holes in the mid plane of the
channel in Case 1~MM! cause the highest overall pressure drop.
The friction factor ratio is lower in Case 6~MMM! and Case 7
~MLU! than in Case 1~MM! and Case 3~LU!, respectively, indi-
cating that adding a third upstream blockage lowers the pressure
drop across the two downstream blockages. A comparison of the
f / f 0 values for Case 8 (MM) and Case 9 (MMM) shows the same
trend.

Because of the very large pressure drops caused by the block-
ages with holes, the values of the thermal performance ratio in all
cases with various hole configurations are less than 1.0. That is,
the heat transfer per unit pumping power is actually lower with
the blockages than without the blockages. In the cases with the
smaller holes, theTP value ranges from 0.63 to 0.77 for ReDh
510,000, and from 0.46 to 0.58 for ReDh530,000. In the two
cases with the larger holes, theTP values are about 0.92 and 0.75,
respectively, for ReDh510,000 and 30,000. Adding a third block-
age upstream of the two blockages does not significantly affect the
thermal performance ratio.

Table 2 Average heat transfer and overall pressure drop results of this study

ReDh

Case 1 2 3 4 5 6 7 8 9

Hole Location and
Size Symbol MM LL LU UU UL MMM MLU MM MMM

NuDh 214.02 244.75 236.40 214.44 205.57 208.46 224.01 157.03 155.79
NuDh /NuDh,0 7.06 8.10 7.84 7.10 6.83 6.91 7.43 5.20 5.16

10,000 f 42.79 36.81 39.57 35.89 39.57 40.49 35.25 5.89 5.34
f / f 0 1,365.2 1,172.8 1,259.9 1,143.4 1,259.1 1,289.1 1,122.0 187.56 169.98
TP 0.64 0.77 0.73 0.68 0.63 0.64 0.72 0.91 0.93

NuDh 420.65 501.39 482.27 436.84 413.44 399.98 438.76 326.17 320.08
NuDh /NuDh,0 6.01 7.08 6.86 6.18 5.86 5.66 6.44 4.68 4.57

30,000 f 47.26 42.83 43.30 40.03 44.55 42.83 35.50 5.92 5.08
f / f 0 1,993.6 1,813.1 1,828.6 1,693.5 1,883.9 1,811.9 1,484.1 249.50 214.19
TP 0.48 0.58 0.56 0.52 0.47 0.46 0.57 0.74 0.76
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Local Heat Transfer Distribution. Attention is now focused
on local heat transfer distributions. In Fig. 4, the local distribu-
tions of NuDh /NuDh,0 on the heated bottom wall between two
blockages with holes are presented, for the nine different hole
configurations, and for ReDh510,000 and 30,000. The heat trans-

fer is generally lower nearer the upstream blockage, and in most
cases, the heat transfer is the highest near the base of the down-
stream blockage. The NuDh /NuDh,0 distributions have higher val-
ues in the lower ReDh cases. The trend is consistent with that
based on the average heat transfer results. In all of the cases

Fig. 4 Local steady heat transfer distributions „Nu Dh ÕNu Dh,0… on heated bottom wall between two blockages with holes in a
rectangular channel for nine different hole arrays. Arrows show direction of main flow.
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studied, the ranges of the NuDh /NuDh,0 values presented in Fig. 4
are comparable to theNuDh /NuDh,0 values presented in Table 2.

The NuDh /NuDh,0 distribution is strongly dependent on the con-
figuration of the hole array in the blockages. The shapes of the
NuDh /NuDh,0 contours are similar for ReDh510,000 and 30,000,
while the magnitudes of NuDh /NuDh,0 are different for the two
distributions ~as stated earlier, higher in the lower ReDh case!.
There are larger spanwise variations of the Nusselt number ratio
in some cases than in other cases. The addition of a third blockage
upstream also significantly changes the NuDh /NuDh,0 distribution.

The heat transfer is generally very high near the downstream
blockage. As air passes through the holes in the upstream block-
age, a portion of the air escapes immediately through the stag-
gered holes in the downstream blockage. The remaining portion of
the airflow impinges on the region of the upstream surface of the
downstream blockage between the staggered holes. The air turns
toward the top and bottom walls along the upstream surface of the
downstream blockage, causing the high heat transfer near the
downstream edge of the heated bottom wall. If the jets through the
holes in the upstream blockage do not reattach on the heated bot-

Fig. 4 „continued …
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tom wall, a large recirculating region may dominate the space
below the jets. The air eventually continues downstream through
the holes in the downstream blockage. The decreasing heat trans-
fer toward the upstream blockage and the relatively low heat
transfer near the upstream blockage may be caused by the recir-
culating flow below the jets through the upstream holes.

In Case 4~UU!, the smaller holes in both the upstream and
downstream blockages are high above the bottom wall. There ap-
pears to be no reattachment of the jets from the upstream holes on
the bottom wall. The decreasing heat transfer toward the upstream
blockage appears to indicate that there is an uninterrupted back-
flow along the bottom wall. There is very little spanwise variation
of the heat transfer distribution, except that the heat transfer is
lower near the side walls.

The shapes of the NuDh /NuDh,0 distributions for Case 1~MM!
and Case 5~UL! are similar to those of the distributions for Case
4 ~UU!. Moving the holes in both the upstream and downstream
blockages to the mid plane of the channel or staggering the holes
vertically by moving the holes in the downstream blockage to
below the mid plane of the channel do not significantly change the
NuDh /NuDh,0 distributions. The contours in Case 1~MM! and
Case 5~UL! are ‘‘wavier’’ than those in Case 4~UU!. There
appears to be no reattachment of the jets~or only weak reattach-
ment of a portion of the airflow! from the upstream holes on the
bottom walls. In Case 5~UL!, with the holes in the downstream
blockage closer to the heated bottom wall, more of the airflow
may pass directly through these holes and be deflected toward the
unheated upper wall, and a smaller portion of the airflow may turn
toward the heated bottom wall. The result is the slightly lower
heat transfer distribution compared with those in the other two
cases. The average heat transfer results also indicate slightly lower
NuDh /NuDh,0 values in Case 5~UL! than in Case 1~MM! and
Case 4~UU!.

In Case 3~LU!, with the holes in the upstream blockage below
the mid plane of the channel and those in the downstream block-
age above the mid plane, the local heat transfer distributions are
higher than those in the previous three cases. Because the holes in
the downstream blockage are above those in the upstream block-
age, the flow of air passing through the upstream holes may be
drawn toward the higher downstream holes, weakening the reat-
tachment of the flow on the bottom wall. Since the upstream holes
are located close to the bottom wall, the recirculating flow may be
affected by the jets leaving the holes. Both the possible reattach-
ment of the jets on the bottom wall and the smaller recirculating
region below the upstream holes may contribute to the higher
local heat transfer over the entire heated bottom wall and the
‘‘wavier’’ contours, compared with those in the previous cases.
The average heat transfer results show that theNuDh /NuDh,0 val-
ues are the second highest among all nine cases studied.

The NuDh /NuDh,0 distributions for Case 2~LL! are very differ-
ent from those in the previous cases. The heat transfer is the
highest among all nine cases studied. Although the holes in both
the upstream and downstream blockages are close to the heated
bottom wall, there are no isolated high transfer regions to indicate
reattachment of the jets leaving the upstream holes on the bottom
wall. It is believed that, because both the upstream and down-
stream holes are close to the bottom wall, there is a strong back-
flow along the bottom wall. This backflow prevents the reattach-
ment of the jets. The interaction between the jets and the backflow
may result in vigorous mixing immediately over the heated bot-
tom wall and the high heat transfer on much of the surface of the
bottom wall.

The addition of a third upstream blockage changes the
NuDh /NuDh,0 distribution on the wall between the two down-
stream blockages. The NuDh /NuDh,0 contours are ‘‘wavier’’ in
Case 6 ~MMM! than in Case 1~MM!. The shapes of the
NuDh /NuDh,0 distributions in Case 6~MMM! are similar to those
in Case 3~LU!. The additional third upstream blockage may in-
crease the mixing of the flow before it passes through the holes in

the blockage upstream of the heated bottom wall, and may cause
the jets leaving the holes to spread more than in Case 1~MM!
without the third blockage. A portion of the airflow through the
upstream holes may reattach on the bottom wall, increasing the
waviness of the NuDh /NuDh,0 contours. In Case 7~MLU!, there is
clearly reattachment of the jets leaving the holes. The side walls
may contribute to the merging of the two reattaching jets on each
side of the bottom wall.

The larger holes in the blockages in Case 8 (MM) and Case 9
(MMM) cause lower heat transfer than the smaller holes in the
other cases. The lower heat transfer is the result of the lower
average velocity through the larger holes than the smaller holes
~for the same ReDh) and the larger open area ratio~ratio of the
total cross-sectional area of the holes to the channel cross-
sectional area!. The larger total cross-sectional area of the holes
allows the flow to pass the blockage more readily with less de-
flection of the flow off the upstream surface of the downstream
blockage. With the addition of a third upstream blockage, the
NuDh /NuDh,0 distributions for Case 9 (MMM) show seven dis-
tinctive zones of high heat transfer on the heated bottom wall
when the jets leaving the upstream holes reattach on the bottom
wall.

Conclusions
Separate experiments have been conducted to determine the

average heat transfer coefficient and the local heat transfer distri-
bution on one of the channel walls between two blockages with
holes in a rectangular channel, and the overall pressure drop
across the blockages. For the hole configurations studied, smaller
holes cause higher heat transfer enhancement, but also signifi-
cantly larger increase of the pressure drop than larger holes. Be-
cause the blockages with holes cause very large pressure drops,
the heat transfer per unit pumping power is lower with the block-
ages than without the blockages. The local heat transfer distribu-
tion is strongly dependent on the configuration of the hole array in
the blockages. The addition of a third upstream blockage also
significantly changes the local heat transfer distribution between
the two downstream blockages. Further studies are needed to mea-
sure, or to determine numerically, the detailed flow fields and heat
transfer distributions for flows through blockages with holes in
channels to better understand heat transfer enhancement with
these blockages.
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Nomenclature

As 5 surface area, m2

cp 5 specific heat of air, J/~kg•K!
Dh 5 hydraulic diameter, m

f 5 friction factor
h 5 local heat transfer coefficient, W/~m2

•K!

h̄ 5 average heat transfer coefficient, W/~m2
•K!

H 5 height of test channel, m
I 5 current, A
k 5 thermal conductivity of air, W/~m•K!

ṁ 5 mass flow rate, kg/s
NuDh 5 Nusselt number
NuDh 5 average Nusselt number

Dp 5 pressure drop, N/m2

Pr 5 Prandtl number
qc 5 rate of convective heat transfer, W

qloss 5 extraneous heat losses, W
ReDh 5 Reynolds number

T̄m 5 average bulk mean temperature, K
Tm,i 5 inlet bulk mean temperature, K
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Tm,o 5 bulk mean temperature at downstream edge of heated
surface, K

Tw 5 local temperature on surface of thin-foil heater, K

T̄w 5 average surface temperature of heated copper plate,
K

TP 5 thermal performance ratio
ū 5 mean velocity, m/s
V 5 voltage drop across heater or thin-foil heater, V
W 5 width of test channel, m

Dx 5 distance between two pressure taps for measuring
pressure drop across two blockages with holes, m

Greek Symbols

m 5 dynamic viscosity of air, N•s/m2

r 5 density of air, kg/m3

Subscripts

0 5 reference, fully developed turbulent flow in smooth
channel with the same hydraulic diameter as test
channel
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An Improved Numerical Study
of the Wall Effect on Hot-Wire
Measurements
Numerical investigations of the heat transfer from hot wires in near-wall measurements
were carried out. Special attention was paid to the effect of the wall thickness, the flow
conditions below the wall and the shear velocity connected to different wall materials.
Compared with previous studies, an improved physical model taking into account the flow
region below the wall in the computational domain was applied. The results obtained
agree well with experimental data in the literature for walls consisting of both highly and
poorly conducting materials. The investigation showed that the shear velocity Ut has a
significant influence on hot-wire measurements in the vicinity of a wall. Nevertheless,
discernible effects of the wall thickness and the flow condition below the wall were found
only in the case of a poorly conducting wall. In addition, the results also suggest a weak
effect of the overheat ratio for a wire with an infinitely large aspect ratio.
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1 Introduction
Hot-wire anemometry~HWA! is an important measurement

technique, widely applied to investigations of both laminar and
turbulent flows. The technique is well developed for standard flow
situations. Nevertheless, large deviations occur when measure-
ments are conducted in the proximity of a wall, e.g., in the viscous
sublayer of a boundary layer, since the heat transfer from the wire
is modified due to the additional influence of the wall. Hence a
correction procedure has to be applied for HWA near-wall mea-
surements.

Considering a wire of constant temperature arranged normal to
the flow direction, its heat transfer coefficienth ~see Eq.~7!! in a
free stream depends on the local flow velocityU0 , the physical
properties of the fluid, the temperature of the wireTW and of the
ambient fluidT` ~or the overheat ratiot5TW /T` , T in @K#!, the
lengthL and the diameterD of the wire probe, and the state of the
flow ~laminar or turbulent!. Additional influencing parameters
such as the wire-to-wall distanceY and the thermal condition at
the fluid-wall interface are introduced in a near-wall flow. The
latter is a final effect of the conjugate heat transfer consisting of
the heat convection in the flow region and the heat conduction in
the solid wall. In a theoretical model of the wall region, a Neu-
mann condition]T/]x50 can be assumed at the downstream lat-
eral boundary, whereas the upstream lateral end of the wall can be
assumed to take the ambient temperature considering that the wall
temperature decays at a power rate in this direction~see, e.g.,@1#!.
Hence only the thermal conductivity of the wall materialkw , the
wall thicknessH, and the boundary condition at the bottom of the
wall remain as the main influencing parameters of the wall region.

It was confirmed experimentally by Janke@2# that the state of
the global flow is irrelevant for HWA measurements very close to
a wall, namely within the dimensions of the viscous sublayer of a
boundary layer flow, where the local flow is dominated by the
molecular transport and thus is laminar in nature. Hence without
loss of generality, only the laminar state of the flow needs to be

considered. The natural convection and the viscous heating effect
are negligible under the usual operating conditions of HWA near-
wall measurements~small overheat ratio! in an air flow@3,4#. The
dependence on the probe lengthL can also be neglected if the end
effect, i.e., additional heat loss to the prongs, can be reduced to a
negligible level by using a very large aspect ratioL/D. As a
result, the problem can be treated in a two-dimensional frame by
considering a perfectly aligned probe in the limit ofL/D→` @5#.
Although the above simplifications can be introduced, the physics
of the problem are still complex. Introducing the Nusselt number
Nu ~Eqs.~7! and~8!! for characterizing the heat transfer from the
wire, within the validity of continuum mechanics this quantity
depends on the Reynolds number Re5U0D/n` , the distance-to-
diameter ratioY/D, the overheat ratiot, the Prandtl number Pr
5m`cp,` /k` at ambient temperature, the variation of the fluid
properties with the temperature, the thermal conductivity ratio be-
tween the wall material and the fluid mediumkw* 5kw /k` , com-
bined with the boundary condition at the bottom of the solid wall.
Here the quantities with the suffix̀ are fluid properties evaluated
at ambient temperature. In the literature, the dimensionless
groups,Y15YUt /n and D15DUt /n rather than Re andY/D
are usually employed as the influencing parameters. They are re-
lated to each other in a linear shear flow, i.e.,Y15ARe(Y/D) and
D15ARe/(Y/D), as shown by Shi et al.@6#.

Numerous investigations have been carried out in recent de-
cades devoted to establishing a generic correction procedure for
the near-wall application of hot-wire anemometry. However, the
problem is still not fully resolved in several respects. Durst and
Zanoun@7# noted that the data from HWA measurements in the
proximity of poorly conducting walls@2,7–9# show much larger
scatter than the highly conducting case. One of the reasons might
be the difference in the thermal conductivity of the wall material
employed in these experiments. This difference can result in large
deviations in the measured velocities according to the experimen-
tal study of Gibbings et al.@10# and our previous numerical re-
sults @6,11#. The differences in experimental setups and configu-
rations might also be responsible for the discrepancies among
different measurements. For example, some measurements were
carried out in the proximity of the bottom wall of a channel@8,9#,
i.e., without flow convection below the wall, whereas others were
performed over a thin flat plate mounted in the middle of a chan-
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nel @2,12#, i.e., with fluid flow below the wall. Since the conjugate
heat transfer problem consisting of the heat convection from a
hot-wire in cross-flow and the heat conduction in the solid wall
has to be considered in the study, the flow on the underside of the
wall and the wall thickness are likely to have an important influ-
ence on the heat transfer from the wire. Few investigations have
dealt with these effects except for that of Durst and Zanoun@7#.
Nevertheless, the thermal conductivity of the wall material is not
clear in their study and hence their conclusion might deserve a
re-examination.

It is also inconclusive in the literature whether the dimension-
less wire diameterD15DUt /n is a suitable independent variable
for the velocity correction needed for HWA near-wall measure-
ments. The effect of the wire diameterD has so far been well
confirmed in the literature@9,12–15#. Nevertheless, a number of
investigations@9,15–17#reported that the velocity measured by a
hot-wire at a given dimensionless distanceY1 from a wall is
independent of the shear velocityUt , although the measurements
of Wills @18# and Gibbings et al.@10# show this dependence. At
present,D rather thanD1 is usually suggested as a dependent
variable in the velocity correction procedures commonly adopted
in practical applications. Therefore, this issue still has to be clari-
fied by a systematic investigation of the shear velocity effect.

The situation described above also indicates that the under-
standing of the physics behind the wall effect on hot-wire mea-
surements is still inadequate. This is due to the limitations of the
available studies. Most of the experimental investigations carried
out so far were simply intended to establish a correction proce-
dure, with little attention being paid to the physics of the problem.
The information regarding the wall thermal conductivity, the wall
thickness, the shear velocity of the local flow or even the overheat
ratio of the wire was often not reported. Hence it is usually diffi-
cult to deduce a clear physical understanding of the wall influence
from the experimental data available. Obviously, the numerical
simulation technique has good advantages in resolving this prob-
lem, considering that all the parameters are clearly defined and
that the field solutions obtained are useful for a deep insight into
the mechanisms involved. The limitations of numerical investiga-
tions carried out so far are mainly due to their oversimplified
physical models. For example, the heat conduction in a solid wall
was not taken into account in some studies@15,17,19#. Instead, the
Dirichlet conditionTw5T` was applied at the fluid-wall interface
for the case of highly conducting walls and the adiabatic~Neu-
mann!condition was employed to model the effect of poorly con-
ducting walls. Such a model was shown to be inappropriate in the
latter case@6,11# by taking the conjugate heat conduction in the
wall into account. Nevertheless, in these studies the adiabatic con-
dition was adopted at the underside of the wall, which might be
not an appropriate approximation to physical reality. Probably for
this reason, the results for poorly conducting walls indicated a
relatively weaker wall effect than many experimental data@2,7,9#.
This drawback can be overcome by extending the computational
domain to include the flow region below the wall. As a result, the
thermal conditions at both fluid-wall interfaces are parts of the
numerical solution, rather than being prescribed as a priori bound-
ary conditions as before. Such a model is expected to produce
more realistic numerical results and thus to resolve the deviations
between simulation and measurement.

The considerations described above motivated the work re-
ported in this paper. In contrast to our previous investigations
@6,11# the present study is concerned with the conjugate heat
transfer consisting of the heat convection on both sides of the wall
and the heat conduction in the solid wall~see Fig. 1!. Conse-
quently, the physical model considered is strongly improved. Two
wall materials, highly and poorly conducting, i.e., aluminum (kw*
59186) and mirror glass (kw* 529.6), were used for the investi-
gation. This enhanced model enabled us to systematically examine
the influence of the wall thicknessH, the flow on the underside of
the wall ~varied by a factorS!, the shear velocity (Ut) and the

overheat ratio of the wiret and therefore goes far beyond the
investigations in@6,11#. The results indicate an important influ-
ence of the shear velocity for both wall materials and a discernible
effect of the experimental setup in the case of a poorly conducting
wall. In addition, the effect of the overheat ratio was found to be
very weak. Compared with our previous studies@6,11#, the agree-
ment with the experimental data was significantly improved due
to adopting a much more realistic theoretical model. Moreover,
the present results are also useful for improving the understanding
of the physics related to hot-wire near-wall measurements.

The paper is organized as follows. First, we give a detailed
description of the theoretical model and the numerical methods.
Then the results of the numerical calibration for the hot wire are
reported. Thereafter, the effect of various influencing factors are
discussed separately. Finally, a summary of the results is provided.

2 Theoretical Formulation and Numerical Method

2.1 Theoretical Model. The model configuration employed
is illustrated schematically in Fig. 1. An infinitely long and heated
circular cylinder with a diameterD55 mm was mounted horizon-
tally above the plate to represent the hot-wire probe. Two wire
temperatures,TW5100 and 166.5°C were used, which correspond
to an overheat ratiot51.27 and 1.5, respectively. The fluid con-
sidered was air. To simulate the heat transfer from the wire in the
viscous sublayer of the boundary layer, inflows with linear veloc-
ity profiles and with ambient temperatureT`520°C were pre-
scribed for the flow regions on both sides of the plate. The con-
jugate heat transfer problem consisting of two flow regions on
both sides of the wall and the heat conduction in the solid wall
was considered. The flow was assumed to be undisturbed at the
top and bottom boundaries. A zero gradient boundary condition
for a fully developed flow was assigned at the outflow boundary.
No-slip and impermeability conditions, namelyU50 andV50,
were defined at all solid surfaces. A Dirichlet conditionTw5T`
was applied at the upstream lateral boundary of the wall (x5
2L1) considering the power-rate decay of the wall temperature in
this direction@1#. Similarly to the outflow boundary conditions of
the flow region, a Neumann condition]T/]x50 was used for the
downstream lateral boundary of the wall (x5L2). Tests were car-
ried out with the Dirichlet conditionTw5T` . The resulting dif-
ference in the Nusselt number of the wire~see Eq.~8!! was found
to be negligible when the computational domain was extended in
the x-direction toL1 /D58000210,000 upstream and toL2 /D
510,000212,000 downstream of the cylinder. The height of the
computational domain was chosen so thatHa

15HaUt,a /n`.10
and Hb

15HbUt,b /n`.5. Such a domain size was proved to be
sufficiently large to obtain reliable numerical results@11#.

The continuum condition was assumed to be satisfied. The fluid
was treated as being incompressible~the fluid density was inde-
pendent of the pressure!. However, the variation of the fluid prop-
erties~densityr, dynamic viscositym, thermal conductivityk and
specific heat at constant pressurecp) at different temperatures was
taken into account by expressing these quantities as quadratic
polynomial functions of the temperatureT @6#, based on data from
theVDI-Wärmeatlas@20#. The natural convection and viscous dis-
sipation were neglected owing to the dimensions and temperature
values involved. Detailed discussions of the physics and justifica-
tions for these assumptions and simplifications can be found
in @3,4#.

Introducing U0 for the normalization of the velocity compo-
nents,D for the coordinates, the simplified governing equations
for the flow regions can be expressed in a Cartesian coordinate
system in nondimensional form as follows:

]~r* Ui* !

]xi*
50 (1)
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]~r* Ui* U j* !

]xi*
52

]P*

]xj*
1

1

Re

]

]xi*
Fm* S ]U j*

]xi*
1

]Ui*

]xj*
D G (2)

cp*
]~r* Ui* T* !

]xi*
5

1

Re Pr

]

]xi*
S k*

]T*

]xi*
D (3)

wherei, j 51, 2 are the coordinate indices for thex, y components,
respectively. The quantitiesr* , m* , k* , andcp* are dimensionless
properties normalized by the corresponding values evaluated at
the ambient temperatureT` , namely r` , m` , k` , and cp,` ,
respectively.T* 5(T2T`)/(TW2T`) is the dimensionless tem-
perature. The dimensionless groups appearing in the governing
equations are the Prandtl number and the Reynolds number, de-
fined as

Pr5
m`cp`

k`
5const and Re5

U0D

n`
, (4)

respectively.
Only the energy equation is relevant in the solid wall. It reduces

to a Laplace equation governing the heat conduction, since con-
stant physical properties can be assumed in view of the small
temperature difference in the wall region. The energy equation of
the fluid and wall regions is coupled by means of the temperature
continuity and the heat flux conservation at their interfaces,
namely

Tf* 5Tw* and S k
]T*

]y* D
f

5S k
]T*

]y* D
w

. (5)

The Reynolds numbers involved were in the range 0.001<Re<2
and the resulting wall distance in wall units covered the range
0.32<Y1<8. In order to examine the effect of the flow condi-
tions below the plate~regionb! on the heat transfer from the hot
wire, the shear rate below the wall was varied with a factor ofS
51, 0.1 and 0.025~see Fig. 1!. In the case oft51.27, numerical
results were obtained for two wall thicknesses, namelyH53 and
8 mm, and for three distance-to-diameter ratios,Y/D510, 20, and

100, respectively. Suitable combinations of Re andY/D allow us
to vary the dimensionless wire diameterD15UtD/n ~or the
shear velocityUt sinceD55 mm is given! for a fixed value of
Y1 with reference to the relationsD15ARe/(Y/D) and Y1

5ARe(Y/D). Hence, both the influence of experimental model
configurations and the shear velocity (Ut) effect on HWA near-
wall measurements can be investigated in detail. It is worth point-
ing out that the present study could not produce data sets where
Y1 varies systematically in a defined range for each constant
value ofD1. In contrast, measurements are usually conducted in
a given flow (Ut fixed! by changing the wire-to-wall distanceY in
experimental investigations, yielding a data set for a constantD1

but varyingY1. Hence experimental studies of theD1 effect are
usually realized by repeating the measurements in different flows
~different Ut) or with different wire diameters~D!. Nevertheless,
with the present method we have the relationD15Y1/(Y/D).
Hence at eachY1 numerical results for three different values of
D1 are available, which is sufficient to reveal the influence ofD1

owing to variations ofUt .
To characterize the heat transfer from the hot wire, the Nusselt

number of the wire was evaluated. The local Nusselt number
Nu~u! is defined based on the local heat transfer rate of unit area
at the wire surface:

q̇~u!5h~u!~TW2T`!52k~TW!
]T~r ,u!

]r U
r 5D/2

(6)

where r and u are the polar coordinates originated at the wire
center, andh(u) is the local heat transfer coefficient at the wire
surface. Normalizingq̇(u) with a reference value,q̇c5kc(TW
2T`)/D, one obtains

Nu~u!5
q̇~u!

q̇c
5

h~u!D

kc
52

k~TW!

kc

]T* ~r * ,u* !

]r * U
~r* 50.5!

.

(7)

The mean Nusselt number can be calculated by averaging the
local value over the cylinder surface:

Fig. 1 Sketch of the physical model for the investigation of HWA near-wall measurements
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Nu5E
0

1

Nu~u* !du* (8)

whereu*5u/~2p!. Choosingkc5k(TW) for the definition in Eq.
~7!, the Nusselt number Nu~u! reduces to the dimensionless tem-
perature gradient at the wire surface. It is worth mentioning that
the fluid properties are usually assumed to be constant in many
theoretical studies. In this case, the Nusselt number is denoted by
Nu` in the present study.

For a clear understanding of the wall effect on the heat transfer
from the hot wire, the distribution of the dimensionless tempera-
tureTw* 5(Tw2T`)/(TW2T`) and the dimensionless heat flux at
the fluid-plate interfaces (y* 52Y/D,2(Y1H)/D),

Dy5

S k
]T

]y D
w

k`

TW2T`

,c

5
kw*

Re PrS ]T*

]y* D
w

, (9)

was analyzed. Here,c5D/(Re Pr) is used. Consequently,Dy is
equivalent to the diffusion integral of the energy Eq.~3! and thus
reflects directly the wall influence on the heat transfer from the
wire. In addition, a quantity called the modified Biot number, Bi,
was introduced. The definition is as follows. Expressing the heat
flux at the fluid-plate interface as

q̇w5S kw

]T

]y D
w

5hw~Tw2T`!, (10)

one has

Bi5
hw,c

kw
5

1

Re Pr

~]T* /]y* !w

Tw*
. (11)

Physically, this quantity characterizes the ratio of the conductive
thermal resistance inside the solid material to the convective ther-
mal resistance in the fluid and thus is useful for understanding the
effect of the experimental condition on HWA near-wall measure-
ments.

2.2 Numerical Method. The numerical solution was based
on the finite-volume flow solver, FASTEST2D@21#. A brief de-
scription of the numerical features of the code could be found in
Shi et al.@6#. In order to accelerate the information propagation
during the solution procedure, the data dependence of the energy
equation between the fluid and solid wall regions, i.e., the ex-
change of the conjugate temperature and heat flux at the plate
~interface!was implemented at each inner iteration. Convergence
was assumed to be satisfied when the maximum sum of the nor-
malized absolute residuals in all equations was reduced by six
orders of magnitude.

A local grid refinement technique~for details, see Lange et al.
@22#! was employed to achieve high local resolution near the hot
wire. In the computations 512 grid points at the cylinder surface
(D55 mm) and about 2.23105 grid points for the total compu-
tational domain were applied on the fifth~finest!multigrid level.
The grid convergence rate and the grid independence of the nu-
merical results are similar to a previous study@11#. Richardson
extrapolation@23# was applied to reduce the discretization error.
These measures ensure high accuracy of the present results. De-
tailed information is provided in Shi@24#.

3 Numerical Calibration
For the purpose of numerical calibration, the heat transfer from

the hot wire in free stream was first investigated. Since the ambi-
ent temperature and the fluid properties are knowna priori, the
Nusselt number of the wire depends on the wire Reynolds number
and the overheat ratio, namely Nu5 f (Re,t). Densely distributed
numerical results were obtained in the range 0.001<Re<2 for
t51.27 and 0.01<Re<1 fort51.5 in order to establish a precise

calibration relationship at each overheat ratio. Comparisons of the
present results with classical results available in the literature are
presented in Fig. 2. The correlation method for the overheat ratio
due to Collis and Williams@25# was applied for those results
obtained for temperature-dependent fluid properties~including the
present results and the experimental data of Collis and Williams
@25#!, namely they are presented in the form Num(Tm /T`)20.17

5 f (Rem), where Num5(kW /km)Nu and Rem5(U0D/nm) are the
Nusselt and Reynolds number, respectively, defined based on the
properties evaluated at the film~mean!temperatureTm50.5(T`
1TW) ~T in @K#!. No correlation is necessary for other theoretical
results Nù @5,26–29#obtained by assuming constant fluid prop-
erties, since the correlation function turns out to be the same as
Nu`5 f (Re) in this case. As shown in Fig. 2, the present data
agree well with the numerical results of Dennis et al.@30# and the
experimental data of Collis and Williams@25#. Excellent agree-
ments are also observed with the higher-order analytical results
@27,28# in the low Reynolds number range and with the lower-
order analytical solutions@5,26,29#at the limit Re→0. Hence the
above comparisons confirm that the present numerical calibration
is highly precise.

4 Effect of the Physical Model Configuration
In order to examine the effect of the physical model configura-

tion on HWA near-wall measurements, numerical simulations
were carried out for two values of the wall thickness, namelyH
53 and 8 mm, and for various inflow velocities below the wall,
namelyU52S•G•(y1Y1H) whereS51, 0.1 and 0.025. The
investigations were performed both for an aluminum (kw*
59186) and a mirror glass (kw* 529.6) wall using a distance-to-
diameter ratioY/D5100 and an overheat ratiot51.27.

4.1 Highly Conducting Walls. No discernible difference
was predicted in the Nusselt number and thus in the converted
velocity reading of the wireUappa

1 for an aluminum wall regardless
of varying wall thicknesses and inflow velocities below the wall.
Moreover, as shown in Fig. 3, the present numerical results almost
coincide with our previous data@6,11#, which were obtained based
on H51.5 mm and the simplifying adiabatic boundary condition
at the bottom of the wall. The physical cause is due to the small
thermal conductive resistance inside an aluminum wall according
to the analysis of the Biot number~not shown here; detailed in-
formation is provided in Shi@24#!. Hence it can be concluded that
the model configuration~the wall thickness and the flow condition

Fig. 2 Comparison of the present results at very small Rey-
nolds numbers with classical results from the literature
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below the wall!does not have an discernible influence on HWA
measurements in the vicinity of highly conducting walls.

4.2 Poorly Conducting Walls. In contrast to highly con-
ducting walls, the effect of the wall thicknessH and the flow
condition below the wall~varied byS! was found to be not neg-
ligible in the case of a mirror glass wall (kw* 529.6). This is dem-
onstrated by the numerical results presented in Fig. 4. The data
obtained in previous investigations@6,11# based on a different
physical model are also displayed for comparison. It can be ob-
served that the wire measures a larger apparent velocityUappa

1 in
the case of an increasing flow velocity~largerS!below the wall or
a thicker wall. The influence of these parameters is more evident
at small wire-to-wall distances, i.e.,Y1<2. Therefore, it is nec-
essary to take these influencing factors into account in the velocity
correction procedure for poorly conducting walls. It is worth
pointing out that the present results are in contradiction with the
measurements of Durst and Zanoun@7#, which indicate a stronger
wall effect in the case of a 3 mm thick glass wall compared with
an 8 mm wall. Their conclusion is difficult to justify since one

cannot expect the strongest wall effect for the case of an infinitely
thin wall. This issue as well as the effect of the flow on the
underside of the wall can be better understood by an examination
of the distribution of temperatureT* , heat fluxDy ~Eq. ~9!! and
modified Biot number Bi~Eq. ~11!! at the fluid-plate interfaces
(y52Y andy52(Y1H)) ~for details refer to Shi@24#!. In ad-
dition, it was not possible to measure the thermal conductivities of
the glass walls used in the experiments of Durst and Zanoun@7#.
Therefore, there is no evidence that the two different walls used
had the same thermal conductivity, which might explain the con-
troversy.

Compared with the present results, the previous study@6# sig-
nificantly under-predicted the velocity reading of the wire owing
to the inappropriate adiabatic boundary condition applied at the
bottom of the wall and also due to the small wall thickness (H
51.5 mm). Nevertheless, this drawback has no consequence for
our conclusion concerning the effect of the wall material in the
case of poorly conducting walls. Moreover, the present results for
Uappa

1 are found to be about 1.5–3.5% lower than the correspond-
ing true valueU0

1 in a certain range of wire-to-wall distances
(2.5,Y1,4) when the flow convection below the plate is re-
duced (S50.1 and 0.025!. A similar phenomenon was predicted
by Shi et al.@6# and can also be recognized from the experimental
data of Ligrani and Bradshaw@8# and Chew et al.@9#, which were
obtained from measurements directly above the bottom wall of a
channel, corresponding to the caseS50. Nevertheless, one might
suspect that they are unphysical results caused by the limitation of
our previous physical model@6# or due to the measurement error
of the experimental investigations mentioned above. Now this ob-
servation (Uappa

1 ,U0
1) can be confirmed. In contrast to the cases

S50.1 and 0.025, this phenomenon was not observed in the case
of the same shear rate on both sides of the wall (S51), where the
heat transfer from the wire was enhanced by the stronger flow
convection below the wall.

5 Effect of the Shear VelocityUt

In order to examine whether the shear velocityUt has an im-
portant effect on HWA near-wall measurements, simulations were
carried out for various distance-to-diameter ratios,Y/D510, 20,
and 100. This allowed the dimensionless diameterD1

5DUt /n` or the shear velocityUt (D55 mm fixed! to be varied
10 times for the same value ofY1. The investigation was per-
formed for the case of an overheat ratiot51.27, a wall thickness
H53 mm, the same inflow velocity on both sides of the wall (S
51) and for both wall materials, namely an aluminum wall (kw*
59186) and a mirror glass wall (kw* 529.6). In addition, the study
was concentrated on the case of small dimensionless distances
Y1,5. Outside this range, the effect ofUt is negligible@6#.

5.1 Nusselt Number. The results for the Nusselt number
are displayed in Fig. 5. It is observed that with both wall materi-
als, the heat loss from a hot wire at a given Re increases signifi-
cantly with decreasingY/D in the case of small flow convection
~i.e., small Re!. As expected, a stronger wall effect is observed in
the case of an aluminum wall. Moreover, for a given Re, the
influence of the wall material is more evident in the case of a
smallerY/D. On the other hand, with increasing Re all curves for
various values ofY/D asymptotically approach the calibration
results obtained for a hot wire in a free stream, indicating a van-
ishing wall influence.

5.2 Apparent Velocity Measured by a Hot Wire. It was
shown in Shi et al.@6# that the shear velocityUt has no effect on
the average Nusselt number of a hot wire and thus on HWA mea-
surements if the hot wire is located outside the wall influence,
e.g.,Y1>5. However, this conclusion is no longer true whenY1

decreases, as demonstrated in Fig. 6. The numerical results show
that at the sameY1, the apparent velocityUappa

1 increases with

Fig. 3 Comparison of the present results for the apparent ve-
locity Uappa

¿ in the case of an aluminum wall with those of Shi
et al. †6‡; k w*Ä9186, YÕDÄ100, DÄ5 mm

Fig. 4 Comparison of the numerical results of the velocity
reading Uappa

¿ of the hot wire close to mirror glass walls „k w*
Ä29.6… obtained by using different model configurations
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increasingD1 ~increasingUt or decreasingY/D) at Y1<4 for an
aluminum wall (kw* 59186) andY1<3 for a mirror glass wall
(kw* 529.6). Hence, the present results are in accordance with the
experimental data of Wills@18# and Gibbings et al.@10#, which
also indicate aUt influence, but nevertheless contradict those
studies rejecting theUt effect @2,9,15–17#.

The present results might be more reliable for several reasons.
First, the numerical results have been carefully validated for the
calibration curve~Section 3!. Moreover, there is an analytical so-
lution in the literature@31,32# for the heat conduction from a
two-dimensional cylinder close to a perfectly conducting wall~in
a semi-infinite space under the boundary conditionTw5T`),
which for (Y/D)2@1 can be simplified to

Nu`~0!'
2

ln~4Y/D !
(12)

This solution can be used as a reference value of the numerical
results at the lower limit (ReD,`→0) for the aluminum wall~Fig.
5~a!!, despite that this relation was obtained based on constant
fluid properties and Nù is defined based onkc5k` . Equation
~12! can be considered as the Nusselt number of a hot wire at
Y150 from a perfectly conducting wall, which is a function of

Y/D. As a result, it is expected that the asymptotic value for the
velocity reading atY150, denoted byUappa,Y150

1 , also depends
on Y/D. Bearing in mind that diffusion is the dominant mecha-
nism for the heat transfer from a hot wire at smallY1, the effect
of Y/D or equivalentlyUt on HWA near-wall measurements can
be theoretically justified. In contrast, the numerical results of
Bhatia et al.@17# and Chew et al.@15# for the adiabatic boundary
condition might be insufficiently precise1 according to other nu-
merical studies@19,32#. The grid independence of their numerical
results was also not reported. Therefore, the conclusions from
these studies need to be re-examined. In fact, the influence ofUt
is noticeable from the results of Chew et al.@15#, which seems to
be at least as strong as that of the wire diameterD for Y1,2 in
the case of an adiabatic wall~refer to Figs. 4 and 6 of Chew et al.
@15#!. Concerning the experimental investigations2, only Janke@2#
has presented results for varyingUt systematically obtained at the
same values ofY1, which is necessary for a precise evaluation. A

1Both failed to predict a reduced Nusselt number for a hot wire close to an
adiabatic wall compared with the corresponding free-stream result.

2Refer to Fig. 8 of Janke@2#, Fig. 13 of Chew et al.@9#, Fig. 4 of Kostićand Oka
@16#, and Fig. 8 of Bhatia et al.@17#.-

Fig. 5 The average Nusselt number Nu of a hot wire in near-
wall cross-flow for various YÕD, DÄ5 mm, tÄ1.27: „a… alumi-
num wall „k w*Ä9186…; and „b… mirror glass wall „k w*Ä29.6….

Fig. 6 Velocity reading of the wire, comparison between vari-
ous D¿

„ÄUtDÕn`… varied by the shear velocity Ut or YÕD,
where D¿

„ÄY¿Õ„YÕD…, DÄ5 mm and tÄ1.27. H and S are irrel-
evant in the case of an aluminum wall: „a… aluminum wall „k w*
Ä9186…; and „b… mirror glass wall „k w*Ä29.6….
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weak effect ofUt with the same trend as the present results is
discernible in his data. In addition, the experimental study of
Bhatia et al.@17# was limited toY1.3 ~refer to Fig. 8 of their
paper!, where theUt effect is already very weak according to the
present numerical results.

The influence ofY/D or Ut predicted in the present numerical
study is similar to that of the wire diameter reported in the litera-
ture. This supports the dimensional analysis of Shi et al.@6# and
also the similarity implied in it. Therefore, it is necessary to take
both influences of wire diameter and shear velocity into account.
As an approximation, the parameterD15(DUt /n) might be
used for the representation of these influences. However, strictly,
the present results cannot confirm this similarity. Further investi-
gations with variousD need to be carried out to examine how well
Uappa

1 can be described as a function ofY1 and D1 for a fixed
overheat ratiot and experimental setup. Additionally, in view of
Eq. ~12! and the small Peclet number involved in HWA near-wall
measurements, it is worth mentioning that the influence ofUt or
Y/D is mainly due to the diffusion effect of the wall rather than
the change of convection corresponding to different shear rates of
the flow.

As another evaluation of the numerical results, the experimental
data3 of Durst et al.@12# and Krishnamoorthy et al.@14# obtained
with an aluminum wall are plotted in Fig. 6~a! for comparison.
The conditions in these experiments are very close to those of the
present study, i.e., the same wire diameter and a similar overheat
ratio. The dimensionless diameter isD150.12 andD150.07,
respectively. For convenience of comparison, the numerical re-
sults obtained with 0.06<D1<0.14 are marked. These results are
found to agree very well with the experimental data. Therefore,
one might be allowed to conclude that the two-dimensional model
adopted in the present study is acceptable for the investigation of
HWA near-wall measurements. On the other hand, the apparent
velocities predicted forY/D5100 are obviously smaller than the
experimental data in the case ofY1,2 owing to the small values
of D1 (D150.01Y1 in this case!. In addition, it is noted that a
direct comparison of the two sets of experimental data does not
support theUt effect. Nevertheless, this is not a reason to reject
the numerical results considering the small difference inUt be-
tween them and the possible experimental errors.

In the case of a mirror glass wall~Fig. 6~b!!, the marked nu-
merical results (0.06<D1<0.14, t51.27 andH53 mm) also
agree very well with the experimental data of Durst et al.@7#
(D150.07, t51.29 andH58 mm). Nevertheless, the thermal
conductivity of the wall material (kw* ) in their experiment is not
known. The results of Ligrani and Bradshaw@8# extracted from
their paper are much smaller than the other results. This may be
due to a number of causes, such as the smallD1(50.013) and no
flow convection below the wall (S50), etc. in their study. In
addition, the thermal conductivity and thickness of the wall and
the overheat ratio were not given by the authors. Although both
experiments were conducted by employing a glass wall, their ther-
mal conductivity could be different, which has been shown to
have a significant effect on HWA near-wall measurements@6,10#.

6 Effect of the Overheat Ratiot
The effect of the overheat ratiot on HWA near-wall measure-

ments was first reported by Krishnamoorthy et al.@14# and was
confirmed by Chew et al.@9# and Durst et al.@12#. At the same
time, Chew et al.@9# also reported that this effect vanishes for a
hot wire with a large aspect ratio (L/D>250). This is in favor of
the two-dimensional numerical results of Chew et al.@15#, which
also indicate no overheat ratio effect. Hence Chew et al.@9# pro-
posed that the effect of the overheat ratio is physically due to the
end effect, namely the additional heat loss in the axial direction of

a hot wire. This interpretation is surely plausible. However, as
mentioned above, the results of Chew et al.@15# for an adiabatic
wall seem to be insufficiently accurate. Therefore, it was useful to
repeat the numerical investigation in order to verify the interpre-
tation of Chew et al.@9#.

Without loss of generality, the investigation was restricted to an
aluminum wall andY/D5100. Simulations were carried out for
t51.27 and 1.5. The results for the Nusselt number together with
the calibration results are presented in Fig. 7. The corresponding
results for the apparent velocityUappa

1 versusY1 are displayed in
Fig. 8. These results show a slight increase inUappa

1 in the case of
a higher overheat ratio~t51.5!. This is in accordance with the
measurements of Krishnamoorthy et al.@14# and Durst et al.@12#
~not shown here!. Nevertheless, the overheat ratio effect predicted
in the present study (L/D5`) is much weaker than that observed
in the experimental data. This suggests that the effect of the over-
heat ratio can be substantially reduced by using a large aspect
ratio. Hence the conclusion of Chew et al.@9# might be largely

3The data of Durst et al.@12# were provided by the authors and those of Krish-
namoorthy et al.@14# were extracted from their paper.

Fig. 7 Comparison of the average Nusselt number Nu of a hot
wire in cross-flow of a free stream, close to an aluminum wall
and at different overheat ratios, tÄ1.27 and 1.5; k w*Ä9186,
YÕDÄ100, DÄ5 mm

Fig. 8 Effect of the overheat ratio t „Ä1.27 and 1.5 … on HWA
near-wall measurements close to an aluminum wall, k w*Ä9186,
YÕDÄ100, DÄ5 mm
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acceptable. However, according to the present results, this effect
seems not to completely vanish even for a hot wire with an infi-
nitely large aspect ratio.

7 Conclusions
Numerical simulations of the forced convection from a hot wire

in cross-flow of both free stream and wall-bounded flow were
carried out in order to investigate the wall effect on HWA near-
wall measurements. Special interest was paid to the influence of
the wall thicknessH, the flow conditions below the wall~varied
by the factorS!, the shear velocityUt and the overheat ratiot.
Compared with previous studies, an improved physical model that
takes the flow region below the wall into account in the compu-
tational domain was employed. Based on the present numerical
investigation, the following conclusions can be drawn:

• The experimental setup and model configuration do not have
a meaningful influence on HWA measurements in the case of
highly conducting walls. In contrast, their influences cannot be
neglected in the case when a thin poorly conducting wall~e.g.,
mirror glass,H53 mm) is involved in the experiment.

• The results indicate that within the influencing range of the
wall, the shear velocityUt or equivalently the distance-to-
diameter ratioY/D has a significant effect on HWA near-wall
measurements. This finding is a new proof to object to the univer-
sal velocity correction procedure, which suggests a single depen-
dence onY1, proposed in the literature.

• The effect of the overheat ratiot was found to be very weak
for a wire with an infinitely large aspect ratio.

• The present results also confirmed the observations of Shi
et al. @6# concerning the negative velocity corrections needed for
HWA measurements close to poorly conducting walls.

• The numerical study leads to a deeper insight into the physics
of the problem, which is not available from experimental investi-
gations.
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Nomenclature

Bi 5 modified Biot number, Eq.~11!
cp 5 specific heat at constant pressure
D 5 hot-wire diameter

Dy 5 diffusion flux at fluid-wall interfaces, Eq.~9!
G 5 shear rate of the flow,]U/]y
H 5 wall thickness

Ha , Hb 5 heights of the computational domain
h 5 heat transfer coefficient
k 5 thermal conductivity
L 5 length of the wire probe

L1 , L2 5 lengths of the computational domain
Nu 5 Nusselt number, Eqs.~7!–~8! with kc5kW

Num 5 Nusselt number, withkc5km
Nu` 5 Nusselt number, withkc5k`

P 5 pressure
Pr 5 Prandtl number, Eq.~4!
q̇ 5 local heat transfer rate of unit area, Eq.~6!

Re 5 Reynolds number, Eq.~4!
Rem 5 Reynolds number at the film temperature,

5U0D/nm
r 5 radial component of a polar coordinate system
S 5 shear coefficient below the wall, see Fig. 1
T 5 temperature

Ut 5 friction velocity, 5Atw /r`

U, V 5 Cartesian velocity components
x, y 5 Cartesian coordinates

Y 5 wire-to-wall distance

Greek Symbols

m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 fluid density
t 5 overheat ratio,5TW @K#/T`@K#

tw 5 wall shear stress,m`(]U/]y)w
u 5 tangential component of a polar coordinate system

Indices:

0 5 actual value or free-stream case
appa 5 apparent value

a 5 above the plate
b 5 below the plate
c 5 characteristic quantities
f 5 flow region

` 5 values at ambient temperatureT`
m 5 values at the film~mean!temperature,

Tm5(TW1T`)/2
W 5 at the wire surface or at wire temperature
w 5 solid wall
* 5 nondimensional quantity

1 5 in wall units,f15fUt /n`
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Swirling Effect on Thermal-Fluid
Transport Phenomena in a
Strongly Heated Concentric
Annulus
A numerical study is performed to investigate thermal transport phenomena in circular
Couette flow in a concentric annulus, in which an axially rotating inner cylinder and
stationary outer cylinder are strongly heated under the same heat flux condition. The
anisotropict2-« t heat-transfer model together with the anisotropic k-« turbulence model
is employed to determine thermal eddy diffusivity. When the inner cylinder is at rest, the
turbulent kinetic energy and temperature variance substantially diminish over the whole
annular cross-section along the flow, resulting in laminarization, i.e., a deterioration in
heat-transfer performance at the inner and outer cylinder walls. In contrast, a substantial
reduction in the turbulent kinetic energy and temperature variance in the laminarizing
flow is suppressed in the presence of inner core rotation. In other words, inner core
rotation contributes to the suppression of laminarization in a strongly heated gas flow.
These characteristics in thermal fluid flow with temperature-dependent thermal property
are summarized in the form of dimensionless heat flux parameter versus inlet Reynolds
number with the Taylor number, as the parameter.@DOI: 10.1115/1.1571086#

Keywords: Annular Flow, Computational, Forced Convection, Heat Transfer, Turbulence

Introduction
An effect of promoting the turbulent transport of heat and mo-

mentum by the centrifugal force occurs in a concentric annulus
with an inner cylinder rotating around the axis, in which Taylor
vortices appear@1–4#. Such swirl flow is referred to as circular
Couette flow, which implies a flow with one surface rotating and
the other stationary~or both surfaces rotating in the same direction
at different angular velocities!. However, little information is
available on heat and fluid flow in a strongly heated annulus with
a stationary outer surface and a rotating inner core. This reflects
the difficulty in measuring turbulent quantities in strongly heated
flows in a rotating annulus. Although numerical simulations can
produce detailed information on transport phenomena, existing
theoretical studies have suffered from assuming constant proper-
ties in the governing equations. Consequently, few useful results
have been retrieved on thermal and fluid flow transport character-
istics inside an intensely heated annulus with a rotating inner sur-
face, though a coolant in rotating machinery, such as high-
temperature gas mixing devices, is normally subjected to high flux
heating.

Dalle Donne and Meerwald@5,6# measured local heat-transfer
and friction coefficients in subsonic turbulent flow through annuli
with large temperature differences between wall and coolant and
obtained the corresponding experimental correlations. Nemira
et al. @7# derived heat transfer correlation based on experimental
data on local heat transfer coefficients from outer and inner cyl-
inders of one-and both-side heated annuli to gas with variable
physical thermal properties. Numerical analysis on heat and fluid
flow transport phenomena in concentric annuli with a stationary
inner surface under high heat flux heating were carried out by
Torii et al. @8#. They disclosed that~i! when the gas flow is
strongly heated with the same heat flux level at the inner and outer

tube walls, the local heat transfer coefficients on both walls ap-
proach laminar values along the flow, that is, laminarization takes
place;~ii! the existing criteria for laminarization in circular tube
flows can be applied to annular flows as well if the occurrence of
laminarization is estimated using a dimensionless heat flux param-
eterqw

1 ; but ~iii! annular flows heated strongly from only one side
are less vulnerable to laminarization even if the usual criteria are
satisfied. A similar study has been reported by Fujii et al.@9#.
Recently, McEligot et al.@10# carried out an assessment of several
turbulence models in internal gas flows under strong heating.
They reported that a turbulence model capable of reproducing the
correct near-wall limiting behavior of turbulent quantities is rec-
ommended to calculate strongly heated turbulent or laminarizing
gas flows.

The present study treats the thermal and fluid flow transport
phenomena in a concentric annulus, in which an axially rotating
inner cylinder and an stationary outer cylinder are heated under
uniform high heat flux. In order to shed light on the mechanism of
the transport phenomena, the anisotropict2-« t heat transfer model
of Torii and Yang@11# is employed in the analysis, because the
model satisfies the requirement for near-wall limiting behavior.
Turbulent thermal conductivityl t is determined using the tem-
perature variance,t2, and the dissipation rate of temperature fluc-
tuation,« t , together with the turbulent kinetic energy,k, and its
dissipation rate,«. Emphasis is placed on the effects of heat flux
level and inner surface rotation on turbulent kinetic energy, tem-
perature variance, turbulent heat flux, and velocity profiles. Note
that no verification and validation of these results are performed
here, because swirl introduces major flow-physical complications
and there is simply no quantitative evidence, i.e., no experimental
data as to the validation of the predictions.

Governing Equations and Numerical Scheme
Consider a forced flow through a concentric annulus consisting

of a rotating inner cylinder and a stationary outer cylinder under a
uniform high flux heating condition. The physical configuration
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and the cylindrical coordinate system are schematically shown in
Fig. 1. In analyzing the strongly heated gas flow, dependence of
the gas properties on temperature, as well as the change in gas
density, needs to be taken into account@12#. Based on this idea, to
predict the strongly heated circular pipe flow, Torii and Yang@13#
employed the governing equations, which are taken temperature
dependence of thermal properties into account. As for the similar
analysis, Ezato et al.@14# assumed that the fluctuations of the
thermal properties are sufficiently small than their mean values
and neglected the terms including the fluctuations of the thermal
properties. That is, the turbulent fluctuations ofl, m, and cp
through temperature fluctuation are neglected. Since the buoyancy
parameter Gr/Reinlet

2 is less than 0.1, forced convection dominates.
Hence, the continuity, momentum, and energy equations for an
incompressible fluid, with neglect of the buoyancy force, read as

Continuity Equation:

]rUi

]xi
50 (1)

Momentum Equations:

]~rU jUi !
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]P

]xi
1

]

]xj
FmS ]Ui

]xj
1

]U j

]xi
D2ruiuj G (2)

Energy Equation:
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The turbulent heat flux2cpruit in Eq. ~3! can be given by an
anisotropic eddy-diffusivity representation@11# as:
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whereCl is a model constant andf l is a model function. The
transport equations fort2 and « t in Eq. ~4! are expressed in the
tensor form as:
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respectively. The empirical constants and model functions in Eqs.
~4–6! are summarized in Table 1.

The Reynolds stress,2ruiuj , in Eqs.~2!, ~5!, and~6! is deter-
mined using the anisotropic eddy diffusivity representation@15#:
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Here, the turbulent viscositym t can be expressed in terms of
turbulent kinetic energyk and its dissipation rate«, referred to as
the Kolmogorov-Prandtl’s relation@16#:

m t5Cm f mr
k2

«
. (8)

Cm and f m are a model constant and a model function, respec-
tively. The turbulent quantitiesk and« in Eqs.~4!–~7! are deter-
mined using equations@15# in Cartesian tensor form:
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Fig. 1 A schematic of the physical system and coordinates

Table 1 Empirical constants and model functions used in the
anisotropic t 2-« t heat-transfer model

CP1 1.20 CP2 0.51 CP3 0.52 Cs 0.11
f P1 1.0 f P2 1.0 f P3 1.0 Cst 0.11
Cl 0.078 Bl 3.4 Al 35.6
Cd1 2.0 Cd2 0.8 a1 0.056 a2 0.014
Rh (k/n)(k/«)21(t2/« t)

2

f d1 12expS2ARh

10D
f d2 H12expS2 y1

8 DJ2

f l H12expS2 y1

Al
DJ2S11

Bl

Rh
3/4D
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The empirical constants and model functions in Eqs.~8–10! are
listed in Table 2. Notice that the original model function is slightly
modified so as to simulate the transition from turbulent to laminar
flows, whose modification process is described in reference@17#.

A set of the governing equations is solved using the control-
volume-based formulation of Patankar@18#. In this procedure, the
domain is discretized by a series of control volumes, with each
control volume containing a grid point. Each differential equation
is expressed in an integral manner over the control volume, and
profile approximations are made in each coordinate direction,
leading to a system of algebraic equations that can be solved in an
iterative manner. The SIMPLE~Semi-Implicit Method for
Pressure-Linked Equations! algorithm is employed to couple the
pressure and velocity fields@18#. A staggered grid is considered
such that the velocity components are located at the control vol-
ume faces, whereas pressure and temperature are located at the
centers of control volumes to avoid the velocity-pressure decou-
pling. A power law interpolation scheme is used to evaluate the
values of variables at the control volume interfaces. The dis-
cretized equations are solved with a line-by-line and the TDMA
~tridiagonal-matrix algorithm!. The convergence criteria of the re-
siduals of all equations are assumed to be less than 1025 of total
inflow rates. Since all turbulent quantities, as well as the time-
averaged streamwise velocity, vary rapidly in the near-wall re-
gion, the size of nonuniform cross-stream grids is increased, with
a geometric ratio from the wall toward the center region of the
annulus. The maximum control volume size near the center re-
gime is always kept at less than 3 percent of the hydrodynamic
tube radius. In order to ensure the accuracy and validity of calcu-
lated results, at least two control volumes are positioned in the
viscous sublayer, i.e.,y1,5. A length of 180 diameters is em-
ployed and their volumes in the streamwise direction are distrib-
uted uniformly. At each axial location, the thermal properties for
each control volume are determined at the axial pressure and tem-
perature, using a numerical code of reference@19#. This is because
the effects of temperature on properties such as viscosity and ther-
mal conductivity have to be taken into account.

A hydrodynamically fully-developed isothermal annular flow in
the absence of the inner core rotation is assumed at the inlet lo-
cation, i.e., at the onset of heating. The boundary conditions are
no slip at the inner and outer wall surfaces for velocities and
turbulent kinetic energy, except W and« which are given byWw
and«52n(]Ak/]r )2, respectively. The thermal boundary condi-
tion is constant wall heat flux. As fort2 and« t , the wall boundary
conditions are]t2/]r 50 and « t5]2(t2/2)/]r 2. At the exit, the
boundary conditions for the dependent variables are obtained by
setting the first derivatives in the axial direction equal to zero,
though its second partial derivative, forT, is zero. The above
boundary condition at the exit is strictly valid only when the flow
and temperature profiles are fully developed, because the compu-
tational domain is sufficiently large, as mentioned in the follow-
ing.

The nondimensional heat flux parameterqw
1 is employed to

represent wall heat flux. It is defined@7# as

qw
15

dinqin1doutqout

~din1dout!~GinletcpinletTinlet!
, (11)

where din and dout denote the inner and outer diameters of the
annulus, respectively, andqin andqout correspond to their respec-
tive wall heat fluxes. For annular flows with a rotating inner sur-
face, the axial and tangential flow fields are also governed by
dimensionless parameters including radius ratio,r * , inlet Rey-
nolds number~i.e., Reynolds number at the onset of heating!,
Reinlet , and Taylor number, Ta. Reinlet and Ta are defined as

Reinlet5
2um~r out2r in!

n
and Ta5

Ww~r out2r in!

n
Ar out2r in

r in
(12)

The dimensionless parameters arer * 50.8; qw
1,0.01; Reinlet

58000– 10000; Ta50;10000; inlet gas~nitrogen! temperature
Tinlet5173 K. In calculation, maximum temperature of the fluid at
the exit was about 1000 K.

Simulations with grids of various degrees of coarseness are
conducted to determine the required resolution for grid-
independent solutions. Throughout the numerical calculations, the
number of control volumes is properly selected between 72 and
144 over the cross-section of the concentric annulus and the cor-
responding number in the streamwise direction is changed with
1000 and 2000. Consequently, the maximum relative error was
estimated to be about 2% by comparing the solutions on regular
and fine grids with twice the grid points in the streamwise direc-
tion, while there was only a slightly appreciable differences, 0.8%,
between numerical results with different radial grid spacing. In the
following figures, the predictions obtained at 7231000 and 144
32000 are shown for the turbulent kinetic energy and the tem-
perature variance.

In order to verify the turbulence model and to determine the
reliability of the computer code, numerical predictions are com-
pared with some existing experimental results in the isothermal
flow field. The model is applied to the turbulent flow in an annulus
in the presence of the axially rotating inner cylinder. Numerical
results are obtained at a location of 220 times the tube diameter
downstream from the inlet where the hydrodynamically fully-
developed condition prevails. Figure 2 depicts the predicted time-
averaged velocity profile. For comparison, the experimental data
of Hirai et al. @3# at Re510000 andr * 50.55, for Ta50 and
10000, are superimposed in Fig. 2. Here, Figs. 2~a! and ~b! cor-
respond to the streamwise and tangential distributions, respec-
tively. The calculation result agrees with the experimental results.
In Fig. 3, the calculated turbulent kinetic energy is compared with
the experimental data of Brighton and Jones@20# at Re546000,
r * 50.56, T50. The predicted results are normalized by the
square of the friction velocity on the outer wall, (uout* )2. The tur-
bulence model reproduces well the turbulent kinetic energy distri-
bution over the whole cross-section of the annulus. The reliability
of the computer code and the validity of the turbulence model are
borne out through the above comparisons.

Results and Discussion
The effect of inner surface rotation on heat transfer perfor-

mance in a strongly heated gas flow is illustrated in Fig. 4 for
Reinlet58000 andqw

150.0041 in the form of Nusselt number Nu
versus Reynolds number Re, with Ta as the parameter. For com-
parison, the experimental data~at qw

150.00465) of Torii et al.@8#
are superimposed in Fig. 4 as open circles. Figures 4~a! and ~b!
refer to the performances of the inner and outer cylinder walls,
respectively.qw

150.0041 corresponds to the criterion for occur-
rence of flow laminarization in a stationary annulus with both the
inner and outer tube walls@8# being strongly heated with the same

Table 2 Empirical constants and model functions in the aniso-
tropic k- « turbulence model

Cm sk s« C«1 C«2 C1 C3

0.09 1.4 1.3 1.39 1.8 0.8 20.15

f m S11
3.45

ARt
D H 12expS2 y1

70D J
f «1 110.25 expS2Rt

25 D
f «2 F12
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9
expH2SRt
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heat flux under the condition of Reinlet58000. In Fig. 4, the two
solid straight lines for defining the end of the laminar regime and
the beginning of the turbulent one are the theoretical results for
stationary concentric annuli obtained by Lundberg et al.@21# and
Kays and Leung@22#, respectively. Note that at a fixed Reinlet , the
heat transfer rates in the thermal and hydrodynamically fully-
developed region are different at the inner and outer cylinder
walls. A reduction in the Reynolds number in Fig. 4 signifies a
change in the streamwise location, because the Reynolds number
decreases with the axial distance, resulting from an increase in the
molecular viscosity through heating. As for the experiment, the
uncertainty in the heat transfer coefficients strongly depends on
the accuracy of local heat flux and inner and outer cylinder wall
temperatures. That is, each test section for outer cylinder was
individually calibrated by determining the local electrical resistiv-
ity of the cylinder material and the local effective heat-exchange
coefficient between the outer wall of the cylinder and the environ-
ment. The inside wall temperature of the out cylinder was calcu-

Fig. 2 Distribution of predicted time-averaged velocity in con-
centric annulus for Re Ä10000 and r *Ä0.55: „a… streamwise ve-
locity, and „b… tangential velocity

Fig. 3 Distribution of predicted turbulent kinetic energy in sta-
tionary concentric annulus for Re Ä46000, r *Ä0.56

Fig. 4 Variations of local Nusslet number with Reynolds num-
ber Re as a function of Taylor number at q w

¿Ä0.0041 for „a…
inner wall side and „b… outer wall side
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lated using measured outside wall temperature, in which the un-
certainty was reduced by taking into account radial and axial
conductions~including the effects of temperature-dependent ther-
mal conductivity, electrical resistivity and the diameter of the
outer cylinder!and radiation from the outside surface of the outer
cylinder. The outside wall temperature of the inner cylinder was
calculated using measured outside wall temperature, in which the
uncertainty was reduced by taking into account radial and axial
conductions in the same manner as the outer cylinder case. These
effects were also taken into account to determine local heat flux.
For Ta50 in Fig. 4, the Nusselt numbers at the inner and outer
cylinder walls decrease first in the inlet region due to the thermal
entrance effect, followed by an upturn, and finally approaching
asymptotically the laminar correlation further downstream. The
substantial reduction in Nu along the flow is attributed to the
occurrence of laminarization. A substantial reduction of the heat
transfer performance due to high heat flux heating is in good
agreement with the experimental data, as seen in Fig. 4 and is also
predicted by numerical analysis of Torii et al.@8# and Fujii et al.
@9#. It is observed for that when the inner surface rotates axially at
Ta55000, the Nusslet number does not approach the laminar cor-
relation in the downstream region, but Nu in the entrance region
departs from the turbulent correlation, as seen in Fig. 4. This
implies that as the flow goes downstream, a significant reduction
in the Nusselt number is suppressed by the presence of the inner
surface rotation. When the fluid flow is imposed with a further
increase in the inner surface rotation to Ta510000, heat transfer
performance is amplified than the annular channel flow case at a
constant thermal property, as observed in the circular Couette flow
in the concentric annulus@4#. In other words, even with applica-
tion of high heat flux at both the inner and outer cylinder surface
walls, the presence of the inner cylinder surface rotation can sup-
press a deterioration of heat transfer performance in the annular
flow, thus preventing an occurrence of the flow laminarization.

Additional numerical results are obtained atqw
150.0041 and

Reinlet58000 to determine the effect of inner surface rotation on
the thermal flow fields, i.e., the turbulent kinetic energy, velocity,
temperature variance, and turbulent heat flux. The distribution of
turbulent kinetic energy in the annular flow is illustrated in Figs.
5~a! and ~b! for Ta50 and 5000, respectively. The calculation is
carried out for the grid sizes of 7231000 and 14432000. Here,
the turbulent kinetic energyk is normalized by dividing it by a
square of the outer cylinder-wall friction velocity at the onset of
heating, (uout* ) inlet

2 and the dimensionless distances of 0 and 1 in
the abscissa correspond to the inner and outer cylinder side-walls,
respectively. One observes that the similar profiles are predicted
for two different grids. It is seen in Fig. 5~a! that the turbulent
kinetic energy in the absence of inner surface rotation (Ta50) is
substantially attenuated over the entire flow cross-section and
eventually disappears downstream~for example, atx/D5150).
This behavior is in accordance with the prediction by means of the
k-« turbulence model@8#. In contrast, one observes in Fig. 5~b! at
Ta55000 that the inner surface rotation contributes to an en-
hancement of the turbulent kinetic energy in the vicinity of the
rotating inner wall in the downstream region. This results in sup-
pressing the reduction of turbulent kinetic energy on the outer
cylinder wall side by rapid flow acceleration due to gas expansion,
because of production ofk on the inner cylinder wall side. The
corresponding streamwise variation in the time-averaged velocity
profile is depicted in Figs. 6~a! and ~b! for Ta50 and 5000, re-
spectively. The laminar flow profile is superimposed for compari-
son. The velocity is normalized using the maximum value at each
respective relative velocity. It is observed in Fig. 6~a! that with a
stationary inner surface, the velocity gradients at both side walls
are substantially attenuated, forming a velocity profile for a lami-
nar flow case. On the other hand, the substantial reduction in the
velocity gradient near both side walls is suppressed in the pres-
ence of inner surface rotation, while the velocity profiles at differ-
ent axial locations deviate from the laminar one, resulting in an

increase in the velocity gradients at both side walls, as seen in Fig.
6~b!. Furthermore, the inner core rotation causes the tangential
velocity W, which is depicted in Fig. 7 and is normalized by the
tangential velocity at the inner cylinder wallWw . The tangential
velocity at Ta50 is zero over the flow cross section. One observes
that the tangential velocityW/Ww decreases steeply near the ro-
tating inner cylinder but becomes almost flat until near the outer
cylinder where it diminishes sharply to zero. It is found that even
if the annular flow with a rotating inner surface is heated from
both side walls at a heat flux high enough to cause laminarization
of flow in a stationary annulus, the inner surface rotation induces
an enhancement in the turbulent kinetic energy, particularly in the
inner wall region, as shown in Fig. 5~b!. This is because an in-
crease in streamwise and tangential velocity gradients in the vi-
cinity of the rotating wall contributes to the production of the
turbulent kinetic energy in Eq.~9!.

Figures 8~a!and ~b! show radial distributions of the tempera-
ture variance,t2, in the thermal field at different axial locations
for Ta50 ~the laminarization case! and 5000~the nonlaminariza-
tion case!, respectively. The calculation is carried out for the grid
sizes of 7231000 and 14432000. Here the temperature variance
is divided by the square of the local friction temperature at the

Fig. 5 Streamwise variation of turbulent kinetic energy profile
in annular flows at Re Ä8000 and q w

¿Ä0.0041 for „a… stationary
„TaÄ0… and „b… rotating inner surface „TaÄ5000…

608 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



outer cylinder wall,tout* , to be in dimensionless form. It is seen
that no substantial deterioration is detected for two different grids.
In a laminarizing flow, it rapidly diminishes over the entire cross
section along the flow, as seen in Fig. 8~a!, signifying a fast de-

terioration of temperature fluctuations in the thermal field. A simi-
lar behavior appears in laminarizing flows through a pipe heated
at a very high wall heat flux@13,23#. In contrast, Fig. 8~b! indi-
cates that~i! when the inner surface rotates around the axis, at-
tenuation in the temperature variance is suppressed near the inner
and outer walls, and~ii! the temperature variance is intensified
over the whole flow cross section in the flow direction, but a
substantial amplification of the temperature variance yields at in-
ner cylinder side. The streamwise change in turbulent heat flux
profiles is depicted in Fig. 9. Here, the turbulent heat flux2nt is
divided by the product of the friction temperature,tout* , and the
friction velocity,uout* , on the stationary outer cylinder wall at each
streamwise location. One observes that the normal turbulent heat
flux level in the laminarizing flow,2nt, is substantially reduced
along the flow~Fig. 9~a!!. In contrast, in the nonlaminarizing flow
case~Fig. 9~b!!, the normal turbulent heat flux near the rotating
inner surface is followed by a substantial increase in the down-
stream region, while that near the outer cylinder wall is slightly
increased. Meanwhile, the streamwise turbulent heat flux,ut, is
not presented here, since it has no direct effect on heat transfer.
Since the eddy diffusivity concept in Eq.~4! is employed to de-
termine the normal turbulent heat flux,2cpr̄nt, in Eq. ~3!, tur-

bulent heat flux is expressed using«, t2, T, and« t , whose trans-
port equations are directly related tok. Hence, reductions in the
temperature variance and turbulent kinetic energy cause attenua-
tion in the turbulent heat flux, resulting in the deterioration of heat
transfer performance in a stationary annulus, as seen in Fig. 4.
However, this trend is suppressed in the presence of inner surface
rotation. It is found, therefore, that the occurrence of laminariza-
tion in the annular flow is affected by heat flux level and inner
core rotation.

Next is to determine the criterion for the laminarization of flow
in a concentric annulus heated under uniform wall heat flux from
both cylinder sidewalls. First of all, conditions should be specified
under which the flow is certainly laminarized. Torii and Yang@17#
and Torii et al.@24# established the criterion for the laminarizing

Fig. 6 Streamwise variation of time-averaged velocity profile
in annular flows at Re Ä8000 and q w

¿Ä0.0041 for „a… stationary
„TaÄ0… and „b… rotating inner surface „TaÄ5000…

Fig. 7 Streamwise variation of tangential velocity profile in an-
nular flow at ReÄ8000 and q w

¿Ä0.0041

Fig. 8 Streamwise variation of temperature variance profile in
annular flows at Re Ä8000 and q w

¿Ä0.0041 for „a… stationary
„TaÄ0… and „b… rotating inner surface „TaÄ5000…
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flow in a tube and a two-dimensional channel with high heat flux
using thek-« and k-«-t2-« t models, respectively. That is, lami-
narization occurs when the calculated turbulent kinetic energy at
the location 150 diameters downstream from the inlet becomes
lower than one-tenth of the inlet value. The same idea, in which
the criterion is for the turbulent kinetic energy atx/D5150 to be
lower than one-tenth of its inlet value, is adopted in the present
study. This is because the streamwise variation of a turbulent ki-
netic energy in the laminarizing flow, as depicted in Fig. 5~a!, is
similar to that in the strongly heated tube case@24#. The predicted
criterion is depicted in Fig. 10 in the form of inlet Reynolds num-
ber Reinlet versus nondimensional heat fluxqw

1 with the Taylor
number, as the parameter, in which the predicted criterion for the
annular tube flow@8# is superimposed for comparison. It is ob-
served that the criterion in the nonrotation case is similar to that in
the annular flow over a range of Reynolds numbers considered
here, while it is increased with an increase in the Taylor number.
One may thus conclude that if the inner core in the concentric
annulus is rotated around the axis, the occurrence of laminariza-
tion is not predicted by the criteria in the annular flow in the
absence of inner core rotation. In other words, when an annular
flow with an axially rotating inner core is laminarized due to high
flux heating, an extremely high heat flux must be imposed in the
flow beyond the criterion for the laminarizing flow without the
inner core rotation. This trend becomes larger in the lower Rey-
nolds number region.

Summary

The anisotropict2-« t heat transfer model has been employed to
numerically investigate fluid flow and heat transfer in a strongly

heated annular cylinder in the presence of inner surface rotation.
Consideration was given to the influence of rotating speed on the
thermal and flow fields. The study has concluded that:

1. With application of heating high enough to cause laminar-
ization of the flow inside an annulus with a stationary inner sur-
face, both surfaces cause a substantial reduction in local Nusselt
number. The deterioration of heat transfer performance in the
laminarizing flow is suppressed with an increase in the rotational
speed.

2. When laminarization takes place, the velocity gradient in the
vicinity of the rotating wall is diminished along the flow, resulting
in a substantial attenuation in turbulent kinetic energy over the
entire flow cross-section. In addition, both the temperature vari-
ance and turbulent heat flux are attenuated over the whole flow
cross-section in the streamwise direction, causing deterioration in
heat transfer performance.

3. In contrast, a substantial reduction in turbulent kinetic en-
ergy and temperature variance, which takes place in the laminar-
izing flow, is suppressed by inner surface rotation, resulting in
suppression of the laminarization of flow process.

4. As the rotation speed of inner core in the annulus is in-
creased, the criterion for the laminarizing flow is intensified. This
trend becomes larger in the lower region of the inlet Reynolds
number.

Nomenclature

cp 5 specific heat under constant pres-
sure, J/~kgK!

Cm , C1 , C3 , C«1 , C«2 5 turbulence model constants for
velocity field

Cl , Cp1 , Cp2 , Cp3 5 turbulence model constants for
temperature field

Cs , Cst , Cd1 , Cd2 5 turbulence model constants for
temperature field

din , dout 5 inner and outer diameters of the
annulus, respectively

D 5 hydraulic diameter of the annulus,
(dout2din), m

h 5 heat transfer coefficient, W/m2K
f m , f «1 , f «2 5 turbulence model functions for

temperature field
f l , f p1 , f p2 , f p3 , f d1 , f d2 5 turbulence model functions for

temperature field
g 5 gravitational acceleration, m/s2

G 5 mass flux of gas flow, kg/~m2s!
Gr 5 Grashof number,gbqwD4/(n2l)

k 5 turbulent kinetic energy, m2/s2

Fig. 9 Streamwise variation of turbulent heat flux profile in
annular flows at Re Ä8000 and q w

¿Ä0.0041 for „a… stationary
„TaÄ0… and „b… rotating inner surface „TaÄ5000…

Fig. 10 A comparison of criteria for the occurrence of flow
laminarization
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Nu 5 Nusselt number,hD/l
P 5 time-averaged pressure, Pa
Pr 5 Prandtl number
q 5 heat flux, W/m2

qw
1 5 dimensionless heat flux parameter,

Eq. ~11!
Re 5 Reynolds number,DG/m

Reinlet 5 inlet Reynolds number, Eq.~12!
Rt 5 turbulent Reynolds number,

k2/(«n)
Rt 5 dimensionless distance,y1

r 5 radial coordinate, m
r * 5 radius ratio,r in /r out

r in , r out 5 inner and outer radius of the an-
nulus, respectively, m

T 5 time-averaged temperature, K
Ta 5 Taylor number, Eq.~12!

t 5 fluctuating temperature compo-
nent, K

t* 5 friction temperature,qw/(rcpu* ),
K

t2 5 temperature variance, K2

U, V, W 5 time-averaged velocity compo-
nents in axial, normal-wall, and
tangential direction, respectively,
m/s

Ui , ui 5 time-averaged and fluctuating ve-
locity components in thexi direc-
tions, m/s

uinlet 5 inlet velocity, m/s
um 5 mean velocity over channel cross

section
u, v, w 5 fluctuating velocity components in

axial, wall-normal and tangential
directions, respectively, m/s

u* 5 friction velocity, m/s
u1 5 dimensionless velocity,U/u*

2uiuj 5 Reynolds stress, m2/s2

2uit 5 turbulent heat flux, mK/s
Ww 5 tangential velocity at the inner

cylinder wall, m/s
x 5 axial coordinate, m

xi 5 coordinates, m
y 5 wall-normal coordinate, m

y1 5 dimensionless distance,u* d/n

Greek Letters

a 5 thermal diffusivity, m2/s
a1 , a2 5 turbulence model constants for

temperature field
r 5 density, kg/m3

d 5 distance from wall, m
« 5 turbulent energy dissipation rate,

m2/s3, «5n]ui
/]xj

]uj
/]xi

« t 5 dissipation rate of temperature
variance, K2/s, « t5a]t/]xi

]t/]xi

l, l t 5 molecular and turbulent thermal
conductivities, respectively,
W/~Km!

m, m t 5 molecular and turbulent viscosi-
ties, respectively, Pa s

n 5 fluid kinematic viscosity, m2/s
sk , s« , sh , sf 5 turbulence model constants for

diffusion of k, «, t2, and« t , re-
spectively

u 5 tangential direction

Subscripts

b 5 bulk
c 5 center or insulated wall

in 5 inner wall
inlet 5 inlet
max 5 maximum
out 5 outer wall

w 5 wall

Superscripts

5 time-averaged value
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Spatial and Temporal Stabilities
of Flow in a Natural Circulation
Loop: Influences of Thermal
Boundary Condition
In a natural circular loop, the thermal convection demonstrates various spatial patterns
and temporal instabilities. Problem consists in determining them with respects to thermal
boundary conditions. To this end a multiple scales analysis is applied which resembles the
inherent characteristic of the pattern formation in the Rayleigh-Be´nard convection. A
three-dimensional nonlinear model is proposed by incorporating the flow modes derived
along the analysis. The differences of thermal boundary condition are reflected by a
coefficientd. For small d, numerical solution to the model shows that only temporal
instability exists and Lorenz chaos is possible, otherwise, for large values both spatial and
temporal instabilities occur leading to cellular flow and intermittency chaos. The model
predicted some additional phenomena opening for experimental observation. It seems
significant that this study proposes an algorithm for the control of flow stability and
distribution by varying the thermal boundary condition.@DOI: 10.1115/1.1571846#

Keywords: Enclosure Flows, Heat Transfer, Instability, Natural Convection, Nuclear,
Thermosyphons

1 Introduction
Natural circulation loops have been widely studied in the last

several decades, because of their applications in solar water sys-
tems, nuclear reactors and geothermal energy systems, etc.@1,2#.
Another driving force for the wide studies has been its special
situation in nonlinear dynamics, i.e., it is a typical pedagogical
example of Lorenz chaos@3#. Figure 1 shows the schematic imag-
ine of the simplest configuration of the loop, which is fabricated
from a circular tube. The tube is heated from below and cooled
from above. Thermal convection~Rayleigh-Bénard convection!
occurs when buoyancy is accumulated large enough.

Engineering applications ask for stable operation state, but it is
early noted that the instability may caused by dynamical reasons
@4–6#. For example, in glass loops, of which the bottom half was
wholly heated and the top one was wholly cooled, many observed
the Lorenz chaos, i.e., a one-dimensional unstable flow with re-
petitive direction reversals between clockwise and anticlockwise
@7–9#. The phenomenon is well described and hence named by the
Lorenz model@8–10#.

However the flow was found to be dependent on the thermal
boundary condition~heating-cooling mode! and the tube wall
property. Jiang et al.@11#, as an instance, observed no unstable
flow in a loop made of copper tube under the same boundary
conditions as@7#. The reason is that the high thermal conductivity
of the copper tube stabilized the flow. Wang et al.@12# and Yuen
and Bau@13,14#etc. tried to shift the threshold point of the oc-
currence of the Lorenz flow by changing the heating-cooling
modes and obtained satisfactory results in their experiments.

In some other experiments, it is found that the boundary con-
ditions can even change the flow structure. Sano@15# built a glass
loop; unlike the aforementioned experiments, his loop was only
heated in the bottom quarter and cooled in the top one. As a result,
he observed a three-dimensional cellular flow structure instead of
the one-dimensional flow. At larger heating powers, the cellular

flow bifurcates into intermittency chaos, i.e., a three-dimensional
unstable flow stemming from the intermittent period locking of
local flow modes. Sano suggested that his heating-cooling mode
avoids sharp changes of tube wall temperature. This condition
seems particularly important for generating three-dimensional
flow because the transverse velocity components, originated by
local temperature disturbance, could develop into global three-
dimensional structures unaffectedly, otherwise, the heated and
cooled fluid elements are likely to collide head-on keeping the
flow one-dimensional.

Since the thermal boundary condition~or say the heating-
cooling mode!originates such important discrepancies on flow
structure and temporal stabilities, it is significant to formulate
theoretically the effects; this makes the topic of our study. The
effects have not been well modeled partially due to the method-
ology reasons, i.e., it is challenging to determine the real flow
structure with respect to a specific boundary condition. In fact, the
usual way is to obtain a model from the original governing equa-
tions by assuming a priori the flow pattern. In@8–14# the Lorenz
model was found with a presumption of one-dimensional Poi-
seuille flow. Sano@16# proposed a three-dimensional model in a
similar way. He assumed that the flow is three-dimensional at first
and then selected, according to his experimental observation, flow
modes to composite the cellular flow. However, both experimental
observation and numerical simulation@17–19# found that the four
flow modes also prevail, more or less, in a loop demonstrating
one-dimensional Lorenz chaos. That is, in this usual way no mat-
ter what should be the real flow, we could arrive at as many
fictional flow patterns and instabilities as we want. It is also dif-
ficult to say how many modes are enough to describe a real flow
and whether other kinds of flow mode appear at a boundary con-
dition different from the above ones. Therefore, it is necessary to
find a theoretical method to predict the real flow structure for a
given thermal boundary condition instead of experimental obser-
vation or numerical simulation.

This difficulty is overcome by a Multiple Scales Analysis@20#.
The method was originally developed to analyze the critical be-
havior of the non-equilibrium phase transition@21–23# ~in @21#, it
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is called as synergetic analysis!, which resembles the common
perturbation analysis. As well known, Rayleigh-Be´nard convec-
tion ~RBC in brief! is also a typical non-equilibrium phase transi-
tion; the resultant flow pattern~called as dissipative structure@24#!
is produced in a process of ‘forming structure through fluctua-
tion’, i.e., it is a result of the competition and self-organization
between the fluctuations of many scales in the fluid. The method,
among other similar ones, is a way to demonstrate this process
mathematically. Around the threshold point of the phase transi-
tion, variables are expanded with respect to a control parameter
~e.g., the excess Rayleigh number Ra2Ra0 in RBC!; each order
corresponds to a fluctuation in that scale. Time is also divided into
fast and slow scales. The fast and slow fluctuations can be sepa-
rated via the multiple scales analysis@25–28# or the use of mode
projection techniques@22#. From particular microscopic equa-
tions, this analysis derives a macro equation for finite amplitude
of flow field perturbations, which represents the final dissipative
structure. The method has an additional advantage that the insig-
nificant fluctuations in smaller scales are automatically neglected.

In a comprehensive review, Cross and Hohenberg@20# classi-
fied the stability problems of nonlinear systems into three types,
i.e., TypeI s of a spatial instability, Type IIIo of a temporal insta-
bility and Type Io of both. The loop system falls into the Type Io
system where both the spatial and temporal behaviors of the flow
are concerned. The following synergetic analysis includes five
steps:~1! obtaining a solution for motionless state before the onset
of convection;~2! getting the governing equations for the per-
turbed field about the motionless state;~3! around the threshold
point of flow onset, casting the equations with respect to Ra
2Ra0 into a series of linear equations, each denotes a fluctuation
in that scale;~4! solving the linear equations for flow modes pos-
sibly existent;~5! deriving an amplitude equation for the fluctua-
tion in the basic scale, which determines the velocity of the con-
vection slightly above the threshold point. The influences of
thermal boundary condition are then discussed in Section 6 in a
framework of a multi-dimensional model. The model integrates
basic flow modes of the two categories derived above. The pro-
cess of forming pattern is demonstrated by numerical data; as time
goes on some modes survive to form the final structure and the
others are damped off. This process depends highly on the thermal
boundary condition.

2 Fundamental Equations
When we study the flow and heat transfer in the loop, it is by no

means to propose a model or analysis applicable in whatever case.
In this work the simplifying assumptions are that:~1! the torus
radius is much larger than the pipe radius, that is,R0@r 0 ~in most
of the experimentsR5R0 /r 0'33), ~2! the flow is a laminar New-
tonian one and incompressible,~3! the fluid has constant proper-
ties ~except for the use of the Boussinesq approximation for the
density!,~4! there are negligible Coriolis acceleration, centrifugal
force and viscous dissipation,~5! the thermal boundary condition
is symmetric about the central vertical axis and is independent of
w, ~6! the tube wall has insignificant axial heat conduction and
thermal expansion. These assumptions do not violate the actual
conditions of the experiments in@@7–9,15#, etc.#

The governing equations expressed in Cartesian coordinate in
Fig. 1, are as follows,

¹•v* 50 (2.1a)

r0Dv* /Dt* 52¹p* 1m¹2v* 2r0@12b~T* 2T0* !#g•ez
(2.1b)

DT* /Dt* 5a¹2T* (2.1c)

Here we letr5r0@12b(T* 2T0* )# in the gravity term andr
5r0 in the others in accordance with the Boussinesq approxima-
tion. ez(0,0,1) is the unit vector in vertical direction.

3 Solution for Motionless State
Before the occurrence of RBC, the fluid is in a motionless state

~mentioned afterwards asV(0)), where energy is transported by
heat conduction. SinceR0 /r 0@1 and the thermal boundary con-
dition is independent ofw, it is reasonable to average the tempera-
ture filed in (r ,w) plane by a bulk value Ts* (u)
5* r 0

0 pr * Ts* (r ,w,u)dr* /pr 0
2. Any boundary condition can be ex-

pressed as an axially distributed heat fluxqin(u), the governing
equation for the bulk temperatureTs* (u) becomes,

l f

d2Ts*

R0
2du2

52qin /r 0 (3.1)

Since the thermal boundary condition is symmetric about the ver-
tical axis, we castTs* into a Fourier series as,

Ts* 5Ts,0* 1(
n51

`

Ts,n* cosnu (3.2)

We then derive the solutionTs* by substituting the series for Eq.
~3.1!and determining the expressions ofTs,n* for a specific bound-
ary condition. As instances, we obtained the values ofTs,n* for the
cases of@7–9,15#. In @9#, the bottom half of the loop is heated at
Tw* 5Th* and the upper half is cooled atTw* 5Tc* ~referred as BC-
TT!. Ts* reads,

Ts* 50.5~Th* 1Tc* !1(
n50

`
~21!nR2Nu~Th* 2Tc* !

p~2n11!@~2n11!21R2Nu#

3cos~2n11!u

'0.5~Th* 1Tc* !10.318~Th* 2Tc* !cosu for R@1 (3.3)

In the deductionh is supposed to be independent ofu. In @7,8# the
bottom half is heated with uniform heat fluxqin5q0 and the upper
half is cooled atTw* 5Tc* ~referred as BC-QT!, Ts* becomes,

Fig. 1 Schematic configuration of a natural circulation loop
and its coordinate system „r ,w,u…
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Ts* 5~q0 /h1Tc* !1(
n50

`
~21!n4R2Nu•q0 /h

p~2n11!@~2n11!21R2Nu#

3cos~2n11!u

'~q0 /h1Tc* !11.273~q0 /h!cosu for R@1 (3.4)

In Sano@15#, the heating-cooling modes~referred as BC-Sano!
were to form a uniform vertical temperature gradient in motion-
less state. That is,

Ts* 50.5~Th* 1Tc* !10.5~Th* 2Tc* !cosu (3.5)

This ideal condition is named a standard boundary condition, and
those with non-zero high modes in Eq.~3.2! can be considered as
deformations to it.

The consistent pressure fieldps* is

ps* 'p0* 1R0r0g cosu2R0r0gb

3DT~1/3 cos 2u11/24 cos 4u23/8! (3.6)

where DT equals 0.318(Th* 2Tc* ) for BC-TT, 0.5(Th* 2Tc* ) for
BC-Sano and 1.273q0 /h for BC-QT.

4 Expressions of the Perturbed Field About V„0…

The perturbation fields ofv85v*20, T85T* 2Ts* and p8
5p* 2ps* aboutV(0) satisfy the following equations,

¹•v850 (4.1a)

r0Dv8/Dt* 52¹p81m¹2v81r0gb•T8•ez (4.1b)

DT8/Dt* 1v8•¹~Ts* 1T8!5a¹2T8 (4.1c)

The boundary conditions are

v85T850 at r * 5r 0 (4.2)

Introducing non-dimensional quantities,

r 5r * /r 0 , t5t* /~r 0
2/a!, v5v8/~a/r 0!,

T5T8/~DT/R!, p5p8/~r0a2/r 0
2! (4.3)

Equations~4.1! and ~4.2! are expressed in terms of the coordi-
nated system (r ,w,u) as follows ~Keep in mind thatR@1 and
hence small termsO(R21) are omitted.!:

]u

]r
1

u

r
1

1

r

]v
]w

1
1

R

]w

]u
50 (4.4a)

]u

]t
1v•¹u2

v2

r
2

w2 cosw

R

52
]p

]r
2RaPrTcosw cosu1PrS ¹2u2

u

r 2
2

2

r 2

]v
]w D
(4.4b)

]v
]t

1v•¹v1
uv
r

1
w2 sinw

R

52
]p

r ]w
1RaPrTsinw cosu1PrS ¹2v2

v

r 2
1

2

r 2

]u

]w D
(4.4c)

]w

]t
1v•¹w1

w

R
~u cosw2v sinw!

52
]p

R]u
1RaPrTsinu1Pr¹2w (4.4d)

]T

]t
1v•¹T2wFsinu1(

n52

`

Cn sinnuG5¹2T (4.4e)

T5u5v5w50 at r 51 (4.5)

where

v•¹5u
]

]r
1v

1

r

]

]w
1w

1

R

]

]u
(4.6)

is the convection term,

¹25
]2

]r 2
1

1

r

]

]r
1

1

r 2

]2

]w2
1O~R22! (4.7)

is the Laplacian. The differences of thermal boundary condition
are designated here byCn ; their values depend onTs* , or,

Cn5n•Ts,n* /DT (4.8)

For example, we have at 2n11!R,

C2n50, C2n115~21!n
R2Nu

~2n11!21R2Nu
'~21!n, (4.9)

for BC-QT and BC-TT and

Cn50, at n>2 (4.10)

for BC-Sano.

5 Multiple Scales Analysis of the Steady Flow
As mentioned in the introduction, the onset of Rayleigh-Be´nard

Convection at the critical Rayleigh number Ra0 is a typical con-
tinuous phase transition. Theories and experiments@@8,15,29#,
etc.# have shown firstly that the flow velocity is proportional to
(Ra2Ra0)0.5 near the threshold point Ra0 . In order to carry on the
dynamical analysis, we expand (Ra2Ra0) as a power series in«,
or,

@~Ra2Ra0!/Ra0#5«21«41«61 . . . , «!1 (5.1)

This expansion will be validated in Eq. 5.20 and the numerical
data in Section 6.2 as well. Accordingly the dependent variables
are expressed around their steady values as:

Q5«Q~1!1«2Q~2!1«3Q~3!1 . . . , Q5~u,v,w,T,p!
(5.2)

whereQ ( i ) denotes the fluctuations in different scales. And sec-
ondly at Ra5Ra0 the linear problem is asymptotically time inde-
pendent, i.e. the marginally stable mode survives and all other
modes decay. Slow time dependence must be restored to eliminate
secular terms and thereby extend the range of validity in time to
times t5O(«22). The time variablet must therefore be rescaled
to timescalet5«2t.

Substituting Eqs.~5.1! and ~5.2! into the governing Eqs.~4.4!
and ~4.5!, we decompose the resultant equations into separate
groups with respect to the« orders, which are simply expressed in
the following form:

LV ~ i !2]P~ i !5V̇~ i !1N~V,V!~ i ! i 51,2,3, . . . (5.3)

Here V5 @T,u,v,w# and ]P5@0,¹p/Pr# are four-dimensional
vectors. L is a linear matrix operator. Before discussing the
boundary condition effects, we makeCn50 for n>2 to simply
the analysis. The time derivativesV̇( i ) are ]V( i )/]t, which are
zeros at order« and «2, and V̇(3)5@ Ṫ,v̇/Pr# at order «3.
N(V,V) ( i ) represent the nonlinear terms. The expressions ofL
andN(V,V) ( i ) are listed in Appendix A.

5.1 Onset of Convection. In order to express the steady
flow at Ra5Ra0 , we solve the linear equations
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¹•v~1!50 (5.4a)

LV ~1!2]P~1!50 (5.4b)

to find a convective solution appearing at the lowest critical Ra
number. On expanding all quantities in terms of the double Fou-
rier series inw andu, the solution is found to be in a form of~see
Appendix B for detail!:

VP0
~1!5F(

n50

`

TP0,2n11
~1! sin~2n11!u,

(
n51

`

UP0,2n
~1! sin 2nu,0,(

n50

`

WP0,2n
~1! cos 2nuG (5.5)

with a consistent pressure(n51
` PP0,2n

(1) sin 2nu. We truncate, with-
out losing the generality, the Fourier series as follows:

VP0
~1!5@TP0,1

~1! sinu,0,0,WP0,0
~1! # (5.6)

with denotations of,

TP0,1
~1! 5AJ0~k0r !, WP0,1

~1! 5Ak0
2J0~k0r ! (5.7)

whereA is the amplitude of flow motion,Ji(x) is the first kind
Bessel function of orderi, andki the first zero points ofJi(x). The
vectorVP0

(1) describes a Poiseuille-like flow along the loop. Figure
2~a! shows its structure where positiveA represents a flow in
anti-clockwise. It corresponds to theA` mode in Sano@16#. The
stability analysis shows that a pitchfork bifurcation takes place at:

Ra05k0
4533.445 (5.8)

at which theV(0) state gives way toVP0
(1) . The value agrees well

with the experimental results of Sano@15#.

5.2 Fluctuations at High « Orders. At Ra.Ra0 , the am-
plitude of the Poiseuille-like flow is really time dependent that is
A5A(t). According to the solution ofVP0

(1) , the nonlinear term
N(V,V) ( i ) gets the form of Eq.~A4!. The solution of the non-
homogeneous equations,

¹•v~2!50 (5.9a)

LV ~2!2]P~2!/Pr5N~V,V!~ i ! (5.9b)

is composed by a general solution and two coupling particular
solutions, or

V~2!5VP0
~2!1VL0

~2!1VL1
~2! (5.10)

The general solutionVP0
(2) is a Poiseuille flow at order«2, i.e., it

has the same flow pattern asVP0
(1) but an amplitude an order

smaller thanA(t). Following Eq. ~A4!, the particular solution
VL0

(2) reads:

VL0
~2!5@TL0,1

~2! cosu,UL0,2
~2! cos 2u,0,WL0,2

~2! sin 2u# (5.11)

with a conservation pressurePL0,2
(2) cos 2u ~see Appendix C for

detail!. This solution corresponds to the flow modeS02 in @16#.
The mode has 4 localized flow cells in the four quarters~see Fig.
2~c!!; the circling of the fluid in each cell enhances local convec-
tive heat transfer between tube inner surface and main flow. The
second particular solutionVL1

(2) takes a form of:

VL1
~2!5@TL1,1

~2! cosu cosw,~UL1,0
~2! 1UL1,2

~2! cos 2u!cosw,

~VL1,0
~2! 1VL1,2

~2! cos 2u!cos 2u sinw,WL1,2
~2! sin 2u cosw#

(5.12)

with its conservation pressure (PL1,0
(2) 1PL1,2

(2) cos 2u)cosw ~see Eq.
~C1!!. This solution~see Fig. 2~d!!describes another kind of local
flow cells in the 4 quarters that commonly observed by experi-
ments @17,19# or predicted by numerical simulation@18# ~they
named it local flow re-circulations!. The modeVL1

(2) corresponds to
the S12 in Sano@16#. The two particular solutionsVL0

(2) and VL1
(2)

can be approximated by a power series of the radiusr for the sake
of the difficulty in obtaining their analytic expressions.

Similarly in the nonlinear equations,

¹•v~3!50 (5.13a)

LV ~3!2]P~3!/Pr5N~V,V!~ i ! (5.13b)

at order «3. According to the solutions ofV(1) and V(2),
?(V,V) (3) is expressed in Eq.~A6!, where the expressions of func-
tionsdi andei were omitted because they have nothing to do with
the following contents. The time derivative becomes,

V̇~3!5@0.346Ȧ~t!J0~k0r !sinu,0,0,Ȧ~t!~k0r !Pr21J0#
(5.14)

Although we are not bothered to solveV(3), its form is of interest,
which is,

V~3!5VP0
~3!1VL0

~3!1VL1
~3!1V̂P0

~3!1VP1
~3!1VP2

~3! (5.15)

VP0
(3) is the general solution.VL0

(3) and VL1
(3) are two particular

solutions stemming fromei . The modesV̂P0
(3) , VP1

(3) and VP2
(3)

originate fromdi ; they represent different Poiseuille-type flows.
Among themV̂P0

(3) is really in the form ofVP0
(3) , but we write them

separately to avoid confusion becauseV̂P0
(3) is a particular solution

different fromVP0
(3) . VP1

(3) describes an anti-parallel Poiseuille-type
flow shown in Fig. 2~b!.

5.3 Amplitude Equation for V P0
„1…. It turns out thatVP0

(1) ,
the flow at order«, must satisfy a solvability condition if the
nonlinear Eqs.~5.13!are solvable, i.e., the Fredholm theorem@20#
states that the vector of the right hand side of Eqs.~5.13!must be
orthogonal to the zero eigenvectorVP0

(1) . This is because

~VP0
~1! ,V̇~3!1N~V,V!~ i !!5~VP0

~1! ,LV ~3!!5~LV P0
~1! ,V~3!!50

(5.16)

where for any two variablesV1 and V2 , the inner product
(V1 ,V2) is defined as

Fig. 2 Velocity and temperature fields of the basic flow; In
each graph the right half shows streamlines c, and velocity
components „u ,w …, while the left one shows isotherms „solid
and broken lines correspond to positive and negative values,
respectively …
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~RaT1T21v1"v2!V (5.17)

with ( )V signifying an integration over the whole body. Equation
~5.16! thus finally results in a solvability condition for the ampli-
tudeA(t)5A(t/«2), that is,

hdA/dt5«2A2j•A3 (5.18)

with

h50.173~21Pr21!,

j5~0.036Pr217.4731024Pr20.035!/~PrR!2 (5.19)

Equation~5.18! is the simplest amplitude equation~or say order-
parameter equation! having the general form of those derived by
@@24–27,30#, etc.#for Rayleigh-Bénard convection.

Equation~5.18!resembles a Van der Pol oscillator. At«2, j.0,
the oscillator drives the flow to the final state, reading

A56u«2/ju0.5 (5.20)

At this time the motionless stateV(0) gives way to the steady flow
VP0

(1) through a pitchfork bifurcation. From Eq.~5.20!we see that
the amplitudeA is proportional to (Ra2Ra0)0.5 in the neighbor-
hood of Ra0 . The result agrees with the experimental fact@8,15#
and the common scaling law of the continuous phase transition.

The amplitude equation implies that this steady flow seems to
be stable all along. But this is not true since the actions of the flow
modes at higher« orders become significant at large«. As soon as
the other flow modes were introduced, we will find afterward that
further bifurcations occur on the flow structure and temporal sta-
bility. The routes of the bifurcations depend on the thermal bound-
ary condition as well.

6 Modeling the Spatial and Temporal Stabilities
This section is devoted to model the influence of thermal

boundary condition on flow distribution and temporal behavior. In
Section 5 we derived two categories of flow mode. The first is
signified asVPm, m50,1,2, . . . and summarized in Eq.~B4!. The
flow modesVP0

( i ) , i 51,2,3, andV̂P0
(3) , VP1

(3) , VP2
(3) belong to this

category, which signifies the parallel or anti-parallel global con-
vections in the loop. The second is termedVLm , m50,1,2, . . .
and generalized in Eq.~C1!. The flow modesVL0

( i ) and VL1
( i ) , i

52,3 lie in this category, which represents quadruple flow cells.
Furthermore, it is argued that only these two kinds of flow mode
are possible for the present study because of two reasons. First, it
is found that preserving more highu modes of the series ofVP0

(1) in
Eq. ~5.5! produces no new flow modes out ofVPm and VLm .
Second, if we continue the similar deduction process in Section 5
to higher« orders, we also find no new flow mode appearing. It
seems reasonable to formulate the flow by incorporating these two
categories of flow mode.

6.1 Model Formulation. To propose a qualitative model,
we select the first two flow modes from each category and term
them asVP0

(1) , VL0
(1) , VP1

(1) , andVL1
(1) . Their expressions and solu-

tions are listed in Eqs.~B10–14! and ~C12–15!. Two points
should be noted that firstly those four modes are solutions of the
homogeneous Eqs.~5.4!, as differs from the deductions of such as
VL0

(2) , VL1
(2) and VP1

(3) ; the later are particular solutions. And sec-
ondly, an important coefficientd appears in the solutions ofVL0

(1)

and VL1
(1) . The coefficient accounts for the boundary condition

effects. From Eq.~C9! or ~C10!, we find its direct relation with
Cn , i.e., simply,

d5~12C3! (6.1)

It has been shown in Section 3 that the thermal boundary condi-
tion determines the axial distribution of fluid temperature at mo-
tionless stateTs* . If we expandTs* in Fourier series~see Eq.
~3.2!!, the difference lies in the expressions at the high modes

Ts,n* , which is consequently reflected in Eq.~4.4e!by Cn . Since
the boundary condition atd51 ~BC-Sano! is named standard,
from the unit value the discrepancy ofd represents the irregularity
of the axial distribution ofTs* .

Since in unsteady flow, all the flow modes should be functions
of time, a real flow pattern is expressed as,

w5X~ t !WP0,0
~1! 1Xa~ t !WL0,2

~1! sin 2u1Xb~ t !WL1,2
~1! cosw sin 2u

1Xc~ t !WP1,0
~1! cosw (6.2a)

T5Y~ t !TP0,1
~1! sinu1Z~ t !TL0,1

~1! cosu1Zb~ t !TL1,1
~1! cosw cosu

1Yc~ t !TP1,1
~1! cosw sinu (6.2b)

u5Xa~ t !UL0,2
~1! cos 2u1Xb~ t !UL1,2

~1! cosw cos 2u (6.2c)

v5Xb~ t !VL1,2
~1! sinw cos 2u (6.2d)

p/Pr5Xa~ t !PL0,2
~1! cos 2u1Xb~ t !PL1,2

~1! cosw cos 2u (6.2e)

By substituting these expressions for Eqs.~4.4!, and equating like
terms, we have atr 50.2,

Ẋ525.7832PrX10.086458PrY (6.3a)

Ẋa52~15.265120.291Pr!Xa10.019666dPrZ (6.3b)

Ẋb5214.682PrXb10.017028dPrZb (6.3c)

Ẋc5214.682PrXc10.034055PrYc (6.3d)

Ẏ55.7832~RaX2Y!1~7.9025dXZ215.055XaY

10.98507dXcZb112.641XbYc!/R (6.3f)

Ẏc514.682~RaXc2Yc!1~5.4535dXZb233.883XaYc

120.062dXcZ18.7237dXbZb225.831XbY!/R (6.3g)

Ż512.714~RaXa2Z!1~23.7635d21XY111.841XaZ

20.67980d21XcYc28.7237XbZb!/R (6.3h)

Żb514.682~RaXb2Zb!1~25.4535d21XYc133.883XaZb

213.845d21XcY161.536XbZ!/R (6.3i)

For d51 the model resembles the ELM8 model in@16# with a few
differences. Equations~6.3! reduce to the Lorenz model when
only the termsX, Y, andZ are retained:

Ẋ52PrX1PrY, Ẏ5~Ra/Ra0!X2Y1XZ, Ż52bZ2XY
(6.4)

whereb is a geometrical parameter.

6.2 Discussion on Numerical Results. We solved the
model via a fourth-order Runge-Kutta method with a time step of
Dt51024. The following discussion was based on the results for
R533 and Pr55; the parameters agree approximately with those
of the experiments in@7–9,15#. With increases in Rayleigh num-
ber Ra, the simulation predicted various flows as functions of the
coefficientd. Figure 3 summarizes the transitions of them, where
each curve designates the border of the two neighboring flow
states, which are fitted by the points numerically calculated. Al-
though we only calculated the model atd50.01;1.5, it is possible
to get a solution at still larger values.

Regardless of the variation ind, the thermal convection starts
always at Ra0&566.89. Note that we truncatedVP0

(1) at the leading
order of the Fourier series~see Eqs.~B8! and~B11!!, which leads
to a critical Rayleigh number twice as much as the theoretical one
Ra05k0

4.
The convection is steady until further bifurcation occurs. In the

steady flow, the relationw}(Ra2Ra0&)0.5 predicted in Eq.~5.20!
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is well fitted up to Ra'300. The steady flow is always one-
dimensional. All the steady flows ared unrelated as well. Along
converging to the steady state from a fictional original one, the
decaying process of the perturbation is direct below Ra'105 and
oscillatory above it. A supercritical Hopf bifurcation occurs at that
point. In non-linear dynamics, the former steady state is a node
and the later a focus. As instances, Fig. 4 shows the trajectories of
the two convergence processes.

(1) Flow at Smalld. With increasing in Ra, the flow behav-
ior continues to bifurcate in different routes at differentd. We
discuss at first the case for smalld ~d50;0.76!, which is the
condition of BC-TT and BC-QT.

Figure 5~a!shows, as a non-trivial instance, the transitions of
flow with Rayleigh number ford50.5. The corresponding trajec-
tory at each state is shown in Fig. 6. The damping process of
perturbations to the flow changes again at Ra5925. Above it, Fig.
6a shows that the flow direction reverses once time before con-
verging to the steady state. As a result, the final steady flow is in
a direction opposite to the original. If Ra.1793, the flow reverses
many times during the decaying process~see Fig. 6~b!!. This re-
sembles the transient Lorenz chaos that was experimentally ob-
served by Gorman et al.@8#.

The convergence becomes slower and slower with increasing in
the Rayleigh number until the occurrence of the second Hopf
bifurcation at a threshold value Rac'1850. This second Hopf is a
subcritical ~catastrophic!one, after which a perturbation to the
flow begins to increase with time and makes the flow chaotic.
Figure 6~c!shows the trajectory ofx versusz in the chaotic flow,
which has the typical butterfly structure of the Lorenz chaos. Fig-
ure 7~a!shows a return map plotted by the maxima of time series
of z. In the map the fractionall structure suggests that the flow
behavior inherits from the characteristic of the Lorenz chaos. In
fact, the Lorenz chaos was experimentally observed in loops un-
der BC-QT and BC-TT. The critical Ra for the occurrence of
Lorenz chaos depends ond as well; the Curve-1 of Fig. 3 shows
that a maximum exists at aboutd50.2. The Lorenz chaos is re-
placed by a multi-periodic flow at still larger Rayleigh number.
Figure 6d shows the trajectory of the periodic flow ford50.5,
which appears at Ra.2305. Its return map shown in Fig. 7~b!
consists in four fixed points rather than the fractional structure.

It is also shown that in converged solutions the flow modesVP0
(1)

and VL0
(1) survive while VP1

(1) and VL1
(1) are damped off. In other

words the spatial bifurcation of the cross-sectional distribution~in
(r ,w) plane!is prohibited. To summary the result for smalld, our
model predicts no three-dimensional dimensional flow but a one-
dimensional Lorenz chaos. The conclusion agrees with the experi-
mental results in@7–9#.

(2) Flow at Larged. For d.0.86~see the Curve-2 in Fig. 3!
the flow behavior bifurcates in a different route as Rayleigh num-
ber increases. We take a non-trivial example of the standard
boundary condition ofd51, for which the transitions of flow with
increasing in Ra are shown in Fig. 5~b!. Figure 8 shows typical
result at every state.

This is the case of BC-Sano~d51!. The aforementioned steady
flow exists until Ra'1240. Above this value a periodic flow ap-
pears whose unique frequency is detected by the power spectrum,
referred asf 1 ~see Fig. 8~a!!. The numerical data show that at this
time the two flow modesVP1

(1) and VL1
(1) appear simultaneously

making the flow structure no more one-dimensional. It is to say
that the one-dimensional flow is replaced by a three-dimensional
structure. This periodic flow is just the so-called cellular flow
observed in@15#. The Curve-2 in Fig. 3 suggests that the cellular
flow appears at smaller Ra for largerd.

At Ra'1845 a Neimark bifurcation occurs in the orbit of the
periodic flow, making the flow multi-periodic~see Fig. 8~b!!The
Neimark bifurcation is a Hopf bifurcation for periodic orbit@31#.
In a Poincare section, the trajectory of the orbit is a point before
the Neimark and a circle after it. The secondary oscillation fre-
quency f 2 appears in the multi-periodic flow. With further in-
crease in the Rayleigh numbers, the oscillation of multi-periodic
flow becomes complicated, but all its frequencies shown in the
power spectrum can be interpreted of the combination of two
frequenciesf 1 and f 2 in the form l 1f 11 l 2f 2 wherel 1 and l 2 are
integers. But at some particular values of Ra, frequency locking
occurs and a quasi-periodic flow is predicted~Fig. 8~c!!; in these
cases some frequencies are no longer ofl 1f 11 l 2f 2 .

At Rac'2002 the spectrum becomes broad and the orbit cha-
otic ~see Fig. 8~d!!. We have mentioned that this is the intermit-
tency chaos. The critical Ra for the occurrence of intermittency
chaos is very sensitive to the value ofd ~see Curve-4, Fig. 3!. At
large d, the flow becomes chaotic at very small Ra. The model
failed to predict Curve-4 for very larged due to the divergence of
the numerical calculation.

In summary, the three-dimensional cellular flow and intermit-
tency chaos are possible for larged. The conclusion agrees with
the experimental results in@15#. As was mentioned in the intro-
duction, the discrepancies between the flow in a loop at BC-QT or
BC-TT and that at BC-Sano are due to an intuitional physical
mechanism. In the former case, sharp changes of tube temperature
are formed at both cooling-heating connections. They promote the

Fig. 3 Transitions of flow behavior as functions of d and Ra.
The curves are fitted by numerical data; each designates a mar-
gin of its two neighboring domains.

Fig. 4 Typical decaying processes of perturbation about the
steady flow „a… toward a node „b… toward a focus
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Fig. 5 Two typical bifurcation routes predicted the model

Fig. 6 Trajectories of the flow at different Rayleigh number for dÄ0.5
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intensive mixture of flow elements and hence prohibit the spatial
bifurcation in the (r ,w) plane. Only in this case, the feasibility of
one-dimensional formulation is ensured and the assumptions
made by Yorke et al.@10# are reasonable. The later case is entirely
opposite where the sharp changes of tube temperature are re-
moved and the evolutions of the bi-directional flow and local flow
cells are not influenced. In other words the presence of the high
order modes ofTs* affects the evolution of the spatial bifurcation
in the flow.

(3) Transition From Lorenz Chaos to Cellular Periodic Flow.
Figure 3 also shows another interesting transition, i.e., for
d50.76;0.86 a transition from Lorenz chaos to cellular periodic
flow occurs at Curve-3. Figure 9 shows a typical trajectory dem-
onstrating this transition. As time goes on, the original one-

Fig. 7 Typical return maps of z in flows for dÄ0.5: „a… Lorenz
chaos, „b… periodic flow

Fig. 8 Trajectories of the flow at different Rayleigh number for dÄ1
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dimensional flow demonstrates the Lorenz-like oscillation for a
while and then is replaced by a periodic cellular one. The numeri-
cal data discovered that the Lorenz flow disappears due to
the appearing of the two flow modesVP1

(1) andVL1
(1). This phenom-

enon helps to demonstrate the interaction between the spatial
stability and the temporal one although its existence needs experi-
mental examination. At still larger Ra the cellular flow continues
to demonstrate the aforementioned bifurcations. This scope
can be considered as the margin of the two flow bifurcation
routes.

7 Conclusions and Remarks
In this article, we applied a Multiple Scales Analysis to study

the fluctuation and self-organization in the flow in a natural circu-
lation loop. The analysis picked up two categories of flow modes.
The study focuses on the influences of thermal boundary condi-
tion on the spatial and temporal stabilities of the flow, as is dis-
cussed in a framework of a three-dimensional model. Main con-
clusions are summarized as follows.

1. The multiple scale analysis alleviates the difficulty in deter-
mining the flow modes that are possibly existent. An ampli-
tude equation for the basic Poiseuille flow is obtained from a
solvability condition. The velocity of the steady flow in-
creases with the Rayleigh number; their relation agrees with
general scaling law of the continuous phase transition, i.e.,
there isA}(Ra2Ra0)0.5 slightly above Ra0 .

2. In the model a coefficientd is proposed to measure the dif-
ference of thermal boundary condition from the standard
one. The numerical solution of the model depends on the
value of d. For d,0.76, no spatial bifurcation appears in
the cross-section, and the flow demonstrates one-
dimensional character. The Lorenz chaos appears at large
Rayleigh numbers. Ford.0.86, spatial instability occurs
prior to temporal one, making the flow structure three-
dimensional, The flow bifurcates to intermittency chaos af-
terwards. For 0.86.d.0.76, the model predicts a transition
from Lorenz chaos to cellular flow, which calls for experi-
mental verification.

It is remarkable to apply the Multiple Scales Analysis to the
thermosyphon study, although the detailed mathematic process is
quite complicate, as could be remedied by numerically solving the
linear equations for a specific problem. In fact, this method is

widely used in the study of fluid pattern formation, and we applied
it to non-rectangular coordinate system. It seems also significant
that we can vary both the spatial and temporal behaviors by
changing the boundary conditions, i.e., following the reverse ap-
proach one can design a heating-cooling mode in accordance with
d to obtain a wanted flow. If the presumptions in Section 2 are
relaxed flow modes out of the two categories are expected. Be-
sides proposing methods to shift the occurrence of the Lorenz
chaos the present work indicates a wider prospect of the stability
and pattern controlling of natural convection.

Nomenclature

A 5 amplitude of flow oscillation
a 5 thermal diffusivity, m2/s

Cn 5 coefficient,Cn5nTs,n* /DT
g 5 gravity accelerator, kg•m/s2

h 5 heat transfer coefficient,h5qin /(Tw* 2Ts* ),
W/~m2

•K!
Ji(x) 5 first kind Bessel function of orderi

ki 5 the first zero point ofJi(x)
L 5 linear operator

N~V,V! 5 nonlinear operator
Nu 5 Nusselt number, 2r 0h/l f

p, p* 5 Pressure,p5(p* 2ps* )/(r0a2/r 0
2), Pa

Pr 5 Prandtl number,n/a
q 5 heat flux, W/m2

r, r * 5 radial coordinate,r 5r * /r 0 , m
r 0 5 pipe section radius, m

R0 , R 5 loop radius of curvature,R5R0 /r 0 , m
Ra 5 Rayleigh number, (gbDTr0

3)/(Rya)
T, T* 5 temperature,T5(T* 2Ts* )/(DT/R), K
t, t* 5 time, t5t* /(r 0

2/a), s
DT 5 temperature difference, K

u,v,w 5 velocities inr, w andu directions, respectively, m/s
V 5 state vector, (T,u,v,w)

v, v* 5 velocity vector, (u,v,w), v5v* /(a/r 0)
x, y, z,
xa ,xb ,xc ,
yc , zb 5 variables defined in Eq.~6.2!

Greek Symbols

b 5 thermal expansion coefficient, K21

d 5 thermal boundary condition coefficient
« 5 expansion of (Ra2Ra0)/Ra0 , See Eq.~5.1!

h, j 5 coefficients defined in Eq.~5.19!
w 5 pipe circumferential angle
u 5 loop axial angle
l 5 thermal conductivity, W/~m•K!
m 5 dynamic viscosity of fluid, kg/~m•s!
y 5 kinematical viscosity of fluid, m2/s
r 5 density of the fluid, kg/m3

t 5 slow time scale,«2t

Superscripts

* 5 variable with dimension
8 5 perturbed field for the static heat conduction state

~i! 5 variables at« ( i ) order

Subscripts

0 5 reference value, threshold point for flow onset
c 5 cooling, critical point for flow instability
f 5 fluid
h 5 heating
L 5 Localized cellular flow modes
m 5 order of Fourier series forw
n 5 order of Fourier series foru
P 5 parallel Poiseuille-type flow modes
s 5 motionless state

w 5 tube wall

Fig. 9 Transition from Lorenz chaos to periodic cellular flow
„RaÄ1630, dÄ0.86…
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Appendix A
At the Multiple Scales Analysis, we makeCn50 for n>2 so as

to simply the process, the linear operator is,

L5 3
¹2, 0, 0, sinu#

2Ra cosw cosu, ¹22
1

r 2
, 2

2

r 2
,

]

]w
, 0

Ra sinw cosu,
2

r 2
,

]

]w
, ¹22

1

r 2
, 0

Ra sinu, 0 0, ¹2

4 .

(A1)

Note that in section 6, the linear problem was also solved in its
full form when the influences of thermal boundary condition are
concerned. At this moment, the term with super mark #, i.e., sinu
should be replaces by@sinu1(n52

` Cn sinnu#.
The nonlinear termN(V,V) ( i ) is different at each« order; for«

order it reads

N~V,V!~ i !5@0#, (A2)

and for«2 order, it is

N~V,V!~ i !

53
v~1!

•¹T~1!

S v~1!
•¹u~1!2

v ~1!2

r
2

cosw

R
w~1!2D Y Pr

S v~1!
•¹v ~1!1

u~1!2

r
1

sinw

R
w~1!2D Y Pr

S v~1!
•¹w~1!1

w~1!

R
~u~1! cosw2v ~1! sinw! D Y Pr

4
(A3)

After knowing the solution ofV0
(1) , this nonlinear termN(V,V) ( i )

becomes:

N~V,V!~ i !5F 0.346@A~t!J0~k0r !#2R21 cosu
2@A~t!J0~k0r !#2R21Pr21 cosw
@A~t!J0~k0r !#2R21Pr21 sinw

0
G (A4)

For «3 order, we have:

N~V,V!~ i !53
v~1!

•¹T~2!1v~2!
•¹T~1!

Fv~1!
•¹u~2!1v~2!

•¹u~1!2
2v ~1!v ~2!

r
2

2w~1!w~2!

R
coswG /Pr

Fv~1!
•¹v ~2!1v~2!

•¹v ~1!1
2u~1!u~2!

r
1

2w~1!w~2!

R
sinwG /Pr

Fv~1!
•¹w~2!1v~2!

•¹w~1!1
w~1!

R
~u~2! cosw2v ~2! sinw!1

w~2!

R
~u~1! cosw2v ~1! sinw!2RacT

~1! sinuG /Pr
4

(A5)

and for this study, it is in a form of,

N~V,V!~ i !5F @Ua
~2!T~1!1~Wa

~2!T~1!2w~1!Ta
~2!!R21#sinu1A~t!3d1~r ,cosmw,sin~2n11!u!1A~t!2A~2!e1~r ,cosmw!cosu

@A~t!3d2~r ,coslw!sin 2u1A~t!2A~2!e2~r !cosw#/Pr
@A~t!3d3~r ,sinlw!sin 2u1A~t!2A~2!e3~r !sinw#/Pr

@0.5@w~1!~Ub,0
~2!2Vb,0

~2!!R212RaT~1!#1A~t!3d4~r ,cos 2nu,coslw!1A~t!2A~2!e4~r ,cos 2nu,coslw!#/Pr
G ,

(A6)
l 50,1,2 m,n50,1

Appendix B
Consider the linear marginal problem,

¹•v50 (B1a)

LV 2]P50 (B1b)

where Eq.~B2a! implies thatW andT are an order of R larger than
U, V and P. Since it is difficult to precisely solve the ordinary
equations, we obtain an estimation by firstly solvingW andT at
orderO(1) from

RaPrTsinu1Pr¹2w50 (B2a)

¹2T1w sinu50 (B2b)

and secondly derivingU, V andP at orderO(R21) from

]u

]r
1

u

r
1

1

r

]v
]w

1
1

R

]w

]u
50 (B3a)

2
]p

]r
2RaPrTcosw cosu1PrS ¹2u2

u

r 2
2

2

r 2

]v
]w D 50

(B3b)

2
]p

r ]w
1RaPrTsinw cosu1PrS ¹2v2

v

r 2
1

2

r 2

]u

]w D 50

(B3c)

For the parallel Poiseuille-type flow modes with the form,

VPm5F(
n50

`

TPm,2n11 sin~2n11!u cosmw,(
n51

`

UPm,2nsin 2nu cosmw,(
n51

`

VPm,2nsin 2nu sinmw,(
n50

`

WPm,2ncos 2nu cosmwG
m50,1,2 . . . (B4)

and the conservation pressure(n51
` PPm,2n sin 2nu cosmw, we have an infinite set of ordinary differential equations from Eqs.~B2!:
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¹m
2 WPm,01RaTPm,1/250, ¹m

2 TPm,11WPm,02WPm,2/250,

¹m
2 WPm,2n1Ra~TPm,2n112TPm,2n21!/250, (B5)

¹m,0
2 TPm,2n112~WPm,2n122WPm,2n!/250, n51,2,3, . . .

where ¹m
2 5d2/dr 21(1/r )d/dr2m2/r 22O(R22). Assuming the

solution to be of the form,

WPm,2n
~1! 5a2nJm~kmr !, TPm,2n11

~1! 5b2n11Jm~kmr !,

n50,1,2, . . . (B6)

we obtain the recursive relations:

b15~2km
2 /Ra!a0 ,

(B7)
a2n5a2n2222km

2 b2n21 , b2n115b2n211~2km
2 /Ra!a2n ,

n51,2,3, . . .

wherea0 is to be determined.
The threshold value of Ra for flow occurrence is derived by

re-adding the time derivatives to the equation group ofWPm,2nand
TPm,2n11 , or

2km
2 a1Ra•b5da/dt

(B8)
2km

2 b1a5db/dt

where a5(n50
` a2n and b5(n50

` b2n11 . ~Note that¹m
2 Jm(kmr )

52km
2 .) As soon as the eigenvalues of the coefficient matrix of

Eq. ~B8! with respect to (a,b) have negative real parts, the no-
zero solution is stable, as requires:

Ra>km
4 (B9)

As instances we list the solutions for the flow modes atm50
and 1, which are truncated atn50 of u modes, denoting

VP0
~1!5@TP0,1

~1! sinu,0,0,WP0,0
~1! # (B10)

with

TP0,1
~1! 5AJ0~k0r !, WP0,0

~1! 5Ak0
2J0~k0r !1 (B11)

and

VP1
~1!5@TP1,1

~1! sinu cosw,0,0,WP1,0
~1! cosw# (B12)

with

TP1,1
~1! 5AJ1~k1r !, WP1,0

~1! 5Ak1
2J1~k1r ! (B13)

Among all the flow modes,VP0
(1) appears at the smallest Rayleigh

number that

Ra05k0
4533.445 (B14)

Physically speaking onlyVP0
(1) is true at the threshold point of flow

onset, and we name it the marginally stable flow mode. The cor-
responding Ra0 is just the point for flow onset and the variablea0
is the amplitudeA(t).

As the difference of thermal boundary condition is concerned,
Eq. ~B2b! should be replaced by,

¹2T1wFsinu1(
n52

`

Cn sinnuG50 (B15)

although this deformation does not change the expressions ofVP0
(1)

andVP1
(1) .

Appendix C
For the localized cellular flow modes with the form,

VLm5F(
n50

`

TLm,2n11 cos~2n11!u cosmw,

(
n51

`

ULm,2n cos 2nu cosmw,(
n51

`

VLm,2n cos 2nu sinmw,

(
n51

`

WLm,2n sin 2nu cosmwGm50,1,2 . . . (C1)

and the corresponding pressure(n50
` PLm,2n cos 2nu cosmw we

have an infinite set of ordinary differential equations from Eqs.
~B2!:

¹m
2 TLm,11WLm,2/250,

¹m
2 TLm,2n111~WLm,2n122WLm,2n!/250,

(C2)

¹m
2 WLm,2n2Ra~TLm,2n112TLm,2n21!/250,

n51,2,3, . . .

Assuming the solution to be of the form,

WLm,2n5a2nJm~kmr !, TLm,2n115b2n11Jm~kmr !,

n51,2,3 . . . (C3)

we obtain the recursive relations:

a252km
2 b1 ,

(C4)

a2n125a2n12km
2 b2n21 , b2n115b2n212~2km

2 /Ra!a2n ,

n51,2,3, . . .

whereb1 is need to be determined.
On considering the differences of thermal boundary condition,

we substitute the series for Eqs.~B2a! and ~B15! instead. As a
result Eq.~C2! becomes,

¹m
2 TLm,11(

n51

`

WLm,2n~C2n111C2n21!/250 (C5)

¹m
2 TLm,2n111(

n51

`

C2n21~WLm,2n1112n212WLm,2n112~2n21!!/2

50 (C6)

¹m
2 WLm,2n2Ra~TLm,2n112TLm,2n21!/250, n51,2,3, . . .

(C7)

If Eq. ~C5! is written in a form of,

¹m
2 TLm,12

d

2
WLm,250 (C8)

the following relation is thus obtained,

d5(
n51

`

~C2n212C2n11!WLm,4 /WLm,2 (C9)

Here WLm,2n are also functions ofCn ; they can be derived in a
similar way to Eq.~C4!. Then the value ofd should be deter-
mined. For the simplest case, we truncate Eq.~C9! at the second
order, or,

d5~12C3! (C10)

For the boundary conditions BC-QT and BC-TT, Eq.~4.9! sug-
gests that,

C2n11'~21!n, (C11)
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so there isd'0. For the standard boundary condition~BC-Sano!
we haved51.

Additionally we solve the flow modes form51 and 2, which
are truncated at the basicu modes, denoting

VL05@TL0,1 cosu,UL0,2 cos 2u,0,WL0,2 sin 2u# (C12)

with

TL0,15d@J0~kIr !1cI0~kIr !22J0~kI !#,

WL0,2522kI
2@J0~kIr !2cI0~kIr !#

UL0,2524kIR
21@J1~kIr !2cI1~kIr !#, (C13)

PL0,2 /Pr52kI
4J0~kI !R

21, c5J0~kI !/I 0~kI !

and

VL15@TL1,1 cosu cosw,~UL1,01UL1,2 cos 2u!cosw,

~VL1,01VL1,2 cos 2u!cos 2u sinw,WL1,2 sin 2u cosw#

(C14)

with

UL1,05VL1,05PL1,050, TL1,152dJ1~k1r !,

WL1,2522k1
2J1~k1r !

UL1,25R21$2k1J0~k1!~12r 2!

14J1~k1r !/r 24k1@J0~k1r !2J0~k1!#%,
(C15)

VL1,25R21@26k1J0~k1!~12r 2!14J1~k1r !/r #,

PL1,2 /Pr5R21@216k1J0~k1r !14k1
2J1~k1r !#

where I 0(x) is the first kind modified Bessel function andkI
'4.611 satisfiesI 0(kI)J1(kI)2J0(kI)I 1(kI)50. In practice it is
recommended to estimate the values of these flow modes by direct
numerical calculation of Eqs.~B1!.
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Laminar Natural Convection Heat
Transfer in a Differentially Heated
Square Cavity Due to a Thin Fin
on the Hot Wall
A finite-volume-based computational study of steady laminar natural convection (using
Boussinesq approximation) within a differentially heated square cavity due to the pres-
ence of a single thin fin is presented. Attachment of highly conductive thin fins with
lengths equal to 20, 35 and 50 percent of the side, positioned at 7 locations on the hot left
wall were examined for Ra5104, 105, 106, and 107 and Pr50.707 (total of 84 cases).
Placing a fin on the hot left wall generally alters the clockwise rotating vortex that is
established due to buoyancy-induced convection. Two competing mechanisms that are
responsible for flow and thermal modifications are identified. One is due to the blockage
effect of the fin, whereas the other is due to extra heating of the fluid that is accommo-
dated by the fin. The degree of flow modification due to blockage is enhanced by increas-
ing the length of the fin. Under certain conditions, smaller vortices are formed between
the fin and the top insulated wall. Viewing the minimum value of the stream function field
as a measure of the strength of flow modification, it is shown that for high Rayleigh
numbers the flow field is enhanced regardless of the fin’s length and position. This sug-
gests that the extra heating mechanism outweighs the blockage effect for high Rayleigh
numbers. By introducing a fin, the heat transfer capacity on the anchoring wall is always
degraded, however heat transfer on the cold wall without the fin can be promoted for high
Rayleigh numbers and with the fins placed closer to the insulated walls. A correlation
among the mean Nu, Ra, fin’s length and its position is proposed.
@DOI: 10.1115/1.1571847#

Keywords: Cavities, Finned Surfaces, Heat Transfer, Natural Convection, Vortex

Introduction
Buoyancy-driven convection in a sealed cavity with vertical

sides that are cooled and heated is a prototype of many industrial
applications, such as reactor insulation, cooling of radioactive
waste containers, ventilation of rooms, fire prevention, solar en-
ergy collection and dispersion of waste heat in estuaries@1,2#. It is
generally known that fluid flow in this system is characterized by
a single large recirculating cell. The lighter fluid ascends along the
hot wall. The fluid then descends along the cold wall as it gets
heavier. For small Grashof numbers, the flow is weak and the
isotherms are parallel to the vertical walls, indicating that heat is
transferred by conduction across the fluid. For large Grashof num-
bers, the flow becomes strong and the isotherms are no longer
parallel to the vertical walls. This indicates that heat is transferred
by convection and conduction.

In a great number of studies, square, rectangular, inclined, slen-
der and shallow cavities with various wall conditions have been
extensively considered by researchers. Modification of heat trans-
fer in cavities due to introduction of obstacles and fins attached to
the wall~s! has received some consideration in recent years
@3–10#. Laminar natural convection next to a heated wall with
single and repeated two-dimensional rectangular roughness ele-
ments was studied numerically and experimentally@3#. Natural
convection in an air-filled differentially heated inclined square
cavity with a diathermal thin partition placed at the middle of its
cold wall was numerically studied@4# for Rayleigh numbers
103– 105. It was observed that due to suppression of convection,

heat transfer reductions of up to 47 percent in comparison to the
cavity with no partition was observed. Natural convection in a
square cavity with a conducting partition positioned at the middle
of its hot wall and with perfectly conducting horizontal walls was
numerically studied@5#. For low values of the partition-to-fluid
thermal conductivity ratio, reductions in heat transfer relative to
the case of cavity with no partition was observed for Rayleigh
numbers 104– 105. Natural convection in a differentially heated
slender rectangular cavity~aspect ratio of 20!with multiple con-
ducting fins on the cold wall was reported by Scozia and Freder-
ick @6# for Rayleigh numbers of 103– 105. As the inter-fin aspect
ratio was varied from 20 to 0.25, the flow patterns evolved con-
siderably and the average Nusselt number exhibited maximum
and minimum values whose locations depended on the value of
Ra. Facas@7# reported results of a computational study of natural
convection~Grashof number range of 93103– 105) inside an air-
filled slender cavity~aspect ratio of 15!with fins/baffles—0.1, 0.3
and 0.5 of the cavity width—attached along both the heated and
cooled sides of the cavity. For the fin length of 0.1, multicellular
flow structure was observed. However, for longer fin lengths, the
flow broke down into secondary recirculations, in addition to the
primary recirculation. As a result, higher heat transfer rates across
the two sides of the cavity were observed. Nag et al.@8# studied
the effect of a horizontal thin partition~both infinite thermal con-
ductivity and insulated! placed on the hot~left! wall of a differ-
entially heated square cavity. The range of the Rayleigh number
was 103– 106 and three partition lengths placed at three positions
were studied. It was concluded that for a partition of infinitely
high thermal conductivity, the Nusselt number on the cold wall
was greater than the case with no fin irrespective of the position of
the partition on the hot wall. Natural convection in inclined rect-
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angular enclosures~aspect ratio of 2.5 and higher!with perfectly
conducting fins attached on the heated wall was numerically stud-
ied by Lakhal et al.@9#. Recently, Bilgen@10# reported numerical
results of laminar and turbulent natural convection~Ra numbers
10421011) in enclosures with partitions attached on the insulated
horizontal walls. Practical heat transfer correlations for design of
similar systems were derived.

There are many industrial applications that can be simplified
into models of fins/partitions in sealed cavities. Examples can be
found in designing an air-conditioned room in which a partition is
installed. Other examples can be found where the heat transfer
through a fluid layer contained in an enclosure needs to be con-
trolled via attaching fins on the walls. These applications can be
found in solar collectors, nuclear reactors, heat exchangers and
electronic equipment. Upon proper placing of the fins on the walls
of an enclosure, the heat transfer rate through the enclosure may
be enhanced or reduced. Hence, studying how the position of the
fin, length of the fin and the Rayleigh number affect the heat
transfer rate of the enclosure has great value from practical as well
as theoretical point of views. As for the difference between this
study and that of Nag et al.@8#, a higher range of the Rayleigh
number is studied in this paper along with longer lengths of the fin
and the number of fin positions are seven as compared to three
@8#. In addition, the present study is a logical extension of the
recent work of the authors@11# who reported a detailed parametric
study of flow and heat transfer in a lid-driven cavity due to the
presence of thin fin. A major objective of this study~similar to
@11#! is to determine the critical locations where attachment of fins
bring about marked changes in the thermal fields.

Problem Formulation
The schematic drawing of the system and the coordinates are

shown in Fig. 1. The height and the width of the enclosure are
denoted byH and L, respectively. In this study, only a square
enclosure is considered (H5L). The depth of the enclosure per-
pendicular to the plane of the diagram is assumed to be long.
Hence, the problem can be considered to be two-dimensional. The
top and bottom walls are insulated, whereas the left wall is main-
tained at a high temperature (Th) and the right wall is maintained
at a lower temperature (Tc), with Th.Tc . A horizontal fin with
length l p can be attached to different positions on the left or the
right walls. A dimensionless variableLp for the length of the fin is
defined asLp5 l p /L. A special coordinate system~s! along the
walls is adopted with its origin atx50 andy5H, as identified by

the dashed lines in Fig. 1. The coordinate of the fin (sp) indicates
the position of the fin, i.e.,sp50 to H ~left wall! andsp5H1L to
2H1L ~right wall!. A dimensionless variable is defined as fol-
lows: Sp5sp /L.

The fin is made of highly conductive materials and the tempera-
ture of the fin is maintained at the same temperature of the wall to
which it is attached (Bi!1). This represents a limiting case for
the thermal conductivity, whereas an insulated fin represents the
other extreme of thermal conductivity. A fin with a finite thermal
conductivity will behave somewhere between these two limiting
cases. It is assumed that the effect of the temperature on density is
confined only to the body force term of the momentum equation
and all other fluid properties are independent of temperature and
pressure. The flow field is considered to be steady and the fluid is
incompressible.

Dimensionless Form of the Governing Equations. Dimen-
sionless form of the governing equations can be obtained via in-
troducing dimensionless variables. These are defined as follows:

X5
x

L
Y5

y

L
U5

uL

a
V5

nL

a

P5
pL2

ra2 u5
T2Tc

Th2Tc
. (1)

Variablesu, v, and T are the velocity components in thex, y-
direction and temperature, respectively. The pressure~p! in the
above equation is the ‘‘reduced’’ pressure wherein the hydrostatic
pressure has been removed from the total pressure. Quantitiesr
anda are the density and thermal diffusivity of the fluid, respec-
tively. Based on the dimensionless variables above, the dimen-
sionless equations for the conservation of mass, momentum and
energy incorporating natural convection via the Boussinesq ap-
proximation are:
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In the energy equation, the viscous dissipation terms are neglected
and the reference temperature in the buoyancy term was taken to
be equal toTc . Parameters Ra and Pr are the Rayleigh and Prandtl
numbers, respectively. These are defined as,

Ra5
gb~Th2Tc!L

3

na
, Pr5

n

a
. (6)

Quantitiesn andb are the kinematic viscosity and thermal expan-
sion coefficient of the fluid, respectively. The dimensionless form
of the boundary conditions are:

On the left wall~X50!: U5V50,u51,

On the right wall~X51!: U5V50,u50,

On the bottom wall~Y50!: U5V50,
]u

]Y
50, (7)

On the top wall~Y51!: U5V50,
]u

]Y
50,

On the fin: U5V50,u5uw .

Fig. 1 Natural convection in a square cavity with a thin fin
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Hereuw is theu value of the wall the fin is attached to~0 or 1!.
From the equations above, we can see that the dimensionless pa-
rameters governing this problem are Ra, Pr,Lp , andSp . In this
study, the Prandtl number of the fluid is fixed to 0.707. The Ray-
leigh numbers considered are 104, 105, 106, and 107.

Computational Details
The solution of the governing equations can lead to a complete

understanding of the velocity and temperature fields for natural
convection in a square cavity with a thin fin. Consequently, the
effect of the fin on the flow and thermal fields can be evaluated.
The steady-state governing equations were iteratively solved by
the finite-volume-method using Patankar’s SIMPLE algorithm
@12#. A two-dimensional uniformly-spaced staggered grid system
was used. Hayase et al.’s@13# QUICK scheme was utilized for the
convective terms, whereas the central difference scheme was used
for the diffusive terms. In order to keep consistent accuracy over
the entire computational domain, a third-order-accurate boundary
condition treatment suggested by Hayase et al.@13# was adopted.

Grid Independence Study and Benchmarking of the Code.
In order to determine the proper grid size for this study, a grid
independence test was conducted for the Rayleigh number of 105

in a square cavity with a fin positioned at the middle of the left
wall. The length of the fin was set to be 50 percent ofL. Four
different grid densities were used for the grid independence study.
These grid densities were 40x340y, 80x380y, 120x3120y, and
160x3160y. The minimum value of the stream function of the
primary vortex (cmin) is commonly used as a sensitivity measure
of the accuracy of the solution. Quantitycmin is selected as the
monitoring variable for the grid independence study. Figure 2
shows the dependence of quantitycmin on the grid size. Compari-
son of the predicatedcmin values among four different cases sug-
gests that the two grid distributions of 120x3120y and 160x

3160y give nearly identical results. Considering both the accu-
racy and the computational time, the following calculations were
all performed with a 120x3120y uniformly-spaced grid system.

The code was tested and verified extensively via comparing the
results with the benchmark problems@14,15#. Figure 3~a!shows
the streamlines in a square cavity for Ra5104, 105, 106 and 107,
respectively. The rise of the fluid due to heating on the left wall
and consequent falling of the fluid on the right cold wall creates a
clockwise-rotating vortex. Another feature of these streamline pat-
terns is that the streamlines become more packed next to the side

walls as the Rayleigh number increases. This suggests that the
flow moves faster as natural convection is intensified. Figure 3~b!
shows the dimensionless temperature contours for Rayleigh num-
bers ranging from 104 to 107. The contour level increments for
each case are kept constant at 0.1. As natural convection is
strengthened, temperature contours show slight deviation from the
pure conduction case with the contour lines becoming skewed.
Under high Rayleigh number conditions, the degree of distortion
from the pure conduction case is very marked and the contour

Fig. 2 The absolute value of the stream function at the center
of primary vortex, cmin , as a function of the grid size „ Ra
Ä105, SpÄ0.5, and L pÄ0.5…

Fig. 3 Natural convection in a square cavity: „a… streamlines
and „b… temperature contours †contour level increment of 0.1 ‡
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lines become almost horizontal lines around the center of the en-
closure. Table 1 gives the values of the mean Nusselt number for
the left or right walls for Ra5104, 105, 106, and 107 for a square
cavity without a fin. These values were in excellent agreement
with those reported earlier@8,14,15#. Further details of code veri-
fication can be found elsewhere@16#.

Parameters for Numerical Simulations. Tolerance of the
normalized residuals upon convergence is set to 1026 for every
calculation case. The under-relaxation parameters foru, v, andT
are all set to 0.6, whereas under-relaxation parameter for pressure
correction is set to 0.3. However, converged solutions can not be
obtained for 2 cases with Ra5106 (Lp50.35, 0.5, andSp50.5)
and 15 cases with Ra5107 (Lp50.2, 0.35, 0.5, andSp50.375,

0.5, 0.625, 0.75, 0.875!. To achieve converged solutions for these
cases, it was necessary to retain the unsteady terms in the momen-
tum and energy equations. This approach is called the false tran-
sient method. The temporal terms were approximated using a
second-order implicit difference scheme, namely the three-time-
level scheme. The success of the time-dependent method over the
stationary one suggests that for these parameters a turning point in
the parameter space is being approach.

Results and Discussion
In order to understand the flow field and heat transfer charac-

teristics of this problem, a total of 84 cases were considered. This
involved studying the effect of a fin attached at 7 evenly-spaced
positions on the left wall. The Rayleigh numbers are 104, 105,
106, and 107. The fin’s length can be 20 percent, 35 percent, and
50 percent of the width of the cavity. The typical number of itera-
tions needed to converge was 10,000;12,000. All the calculations
were performed on a Cray SV1 of the Alabama Supercomputer
Center~Huntsville, Alabama!.

Flow Fields in a Square Cavity With a Thin Fin. Figure
4~a! to 4~c! show the flow fields for a square cavity (Ra5104)
with a fin at three representative positions for different lengths of
the fin,Lp50.2, 0.35, and 0.5, respectively. The plots are arranged
going from left to right with the ascending of theSp value. For

Table 1 Comparison of the predicted mean Nusselt number
Nu on the left or right walls of a cavity without a fin with refer-
ences †8,14,15‡

Ra 104 105 106 107

De Vahl Davis
@14,15#

2.243 4.519 8.800 -

Nag et al.@8# 2.24 4.51 8.82 -
Present Study 2.247 4.532 8.893 16.935

Fig. 4 Flow fields for Ra Ä104 with fins at different positions: „a… L pÄ0.2, „b…
L pÄ0.35, and „c… L pÄ0.5
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Ra5104 with the shortest fin (Lp50.2), a large clockwise~CW!
rotating cell was observed for all fin positions. The fluid that is
heated next to the hot wall~left wall! rises and replaces the cooled
fluid next to the cold wall~right wall! that is falling, thus giving
rise to a CW rotating vortex~also called the primary vortex!. It
was observed that placing a 0.2 thin fin at various positions not
only changes the flow fields near the fin, but also the strength of
the primary vortex. This is because the fin blocks the movement
of the fluid and weakens the primary vortex. The effect of the
length of the fin and its position on the strength of the primary
vortex will be discussed later. By comparing all the cases in Fig-
ure 4~a!, one can see that a fin attached to the middle of the wall
has the most remarkable effect on the fluid flow in the cavity. A fin
redirects the movement of the fluid and weakens the fluid motion
within the area above the fin forSp<0.5, whereas it weakens the
fluid motion within the area under the fin whileSp.0.5. A counter
clockwise ~CCW! rotating vortex that is driven by the primary
vortex can be found above the fin forSp<0.5. Figures 4~b!and
4~c! show the selected streamline patterns forLp50.35 and 0.5,

respectively, for the Rayleigh number of 104. In general, the pres-
ence and the character of the primary CW rotating vortex is unal-
tered, with a longer fin bringing about more changes to the flow
compared to a shorter fin. It was noticed that forSp<0.375, as
many as two recirculating vortices are found above the fin and
under the top insulated wall.

For Ra5105, the streamlines near the fin exhibit similar trends
as those for Ra5104, and in some instances, the stream function
field exhibits two local minima that was also observed for the
cases with no fin~Fig. 3~a!!. The flow fields for natural convection
in a square cavity (Ra5107) with a fin at four representative
positions for different lengths of the fin,Lp50.2, 0.35, and 0.5,
are shown in Fig. 5~a!to 5~c!, respectively. The more packed
stream function contours indicate that the fluid moves faster as the
Rayleigh number increases. A CCW rotating vortex was observed
above the fin for most cases with its intensity being more pro-
nounced compared to the corresponding cases with Ra5106. The
longer fin has more remarkable effects on the flow fields. Upon

Fig. 5 Flow fields for Ra Ä107 with fins at different positions: „a… L pÄ0.2, „b… L pÄ0.35, and „c…
L pÄ0.5
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comparing to Fig. 3~a! placing a fin at the middle of the left wall
has marked effect on the flow in the cavity. For many of the cases,
the stream function field exhibits two, three or even four local
minima that was also observed for the cases with no fin~Fig.
3~a!!.

Variation of the Minimum Stream Function Value of the
Primary Vortex. For a differentially heated square cavity, as the
Rayleigh number increases, the difference between the stream
function value on the wall~generally taken to be zero! and the
extreme value of the stream function field~minimum or maxi-
mum, depending on the usage by the researcher! widens mono-
tonically. Therefore, the absolute value ofcmin ~minimum value of
the stream function field! can be viewed as a measure of the
intensity of natural convection. So it is necessary to study how the
length and the position of the fin affects the absolute value of the
cmin . Figure 6 shows the variation of the absolute value ofcmin
with the position of the fin. The dash-dotted lines in the figures are
the absolute value ofcmin in the cavity without a fin. For Ra
5104 ~Fig. 6~a!!, placing a fin at the middle of the left wall lowers
the absolute value ofcmin dramatically for all different lengths of
the fins. This is because for the case of Ra5104 ~convection not
being strong compared to conduction!, the fin’s presence brings
about resistance to the motion of the primary vortex and it has the
most remarkable effects on the flow field when it is placed at the
middle of the left wall. For a given position of the fin, the devia-
tion of the absolute value ofcmin compared to the case with no fin
becomes more marked with the increase of the length of the fin.
Except for the fins of different lengths positioned atSp50.875,
introduction of a fin on the left wall weakens the intensity of the

primary vortex. Placing a fin near the left bottom corner can en-
hance the primary vortex somewhat. This is because the fluid
moves slowly in this area and a hot fin placed atSp.0.8 heats the
cold fluid coming toward it from the right wall.

For Ra5105 ~Fig. 6~b!!placing a fin over most of the left wall
can enhance the primary vortex. But placing a fin over 0.5,Sp

,0.8 for Lp50.2, 0.6,Sp,0.8 for Lp50.35 and 0.6,Sp,0.7
for Lp50.5 can weaken the primary vortex. This weakening range
becomes smaller with the increase of the fin’s length. The absolute
value ofcmin attains its maximum forSp50.375 if placing a fin in
the top half of the left wall. Also placing a fin near the left bottom
corner can enhance the primary vortex. For such a situation, a
longer fin results in a stronger primary vortex. Interestingly, the
absolute value ofcmin does not change with the length of the fin
for Sp50.625. It is observed that for the case of Ra5105 ~con-
vection dominating conduction!, a fin can block the flow, thus
weakening the primary vortex, but at the same time a long enough
hot fin can heat the fluid and make it lighter resulting in enhance-
ment of the primary vortex. These two mechanisms certainly
counter balance each other forSp50.625, regardless of the fin’s
length.

Figure 6~c!shows the variation of the absolute value ofcmin

with the position of the fin when Ra5106. One can observe that
all the computedcmin values are above the dash-dotted line.
Given the strong effect of natural convection, this means that plac-
ing a fin of any length can always enhance the primary vortex
regardless of its position. Placing a fin on the top half of the left
wall can weaken the primary vortex somewhat with the increase

Fig. 6 Variation of the absolute value of cmin with the position of the fin: „a… RaÄ104, „b…
RaÄ105, „c… RaÄ106, and „d… RaÄ107
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of the fin’s length, whereas placing a fin on the lower half of the
left wall can enhance the primary vortex with the increase of the
fin’s length.

Figure 6~d!shows the variation of the absolute value ofcmin

with the position of the fin when Ra5107. Placing a fin near the
top corner of the left wall does not enhance the primary vortex.
This is because the fluid is being heated after traveling from the
bottom to the top of the left wall. The hot fin’s effect of blocking
the fluid motion is more dominant than the effect of heating the
fluid to enhance the primary vortex in this case. Another interest-
ing case is that of placing a fin atSp50.75. For lower Ra num-
bers, the computedcmin reached its maximum value when a fin
was placed atSp50.875. But for Ra5107, it reaches its maxi-
mum value whenSp50.75, instead ofSp50.875. To summarize,
one can observe that most computed absolute values ofcmin are
smaller than those with no fin for Ra5104, whereas most com-
puted absolute values ofcmin are greater than those with no fin for

Ra5105, 106 and 107. This implies that the effect of the hot fin
heating the flow and enhancing the primary vortex becomes more
marked with the rise of the Rayleigh number.

Temperature Fields in a Square Cavity with a Thin Fin.
Figures 7~a!to 7~c! show the contours of dimensionless tempera-
ture ~u! for natural convection in a square cavity (Ra5107) with
a fin at four representative positions forLp50.2, 0.35, and 0.5,
respectively. The value ofu on the left wall and the fin is 1,
whereas the value ofu on the right wall is zero, and the contour
levels are incremented by 0.05. Since the Boussinesq approxima-
tion was adopted in this study, the energy equation does affect the
momentum equation. Comparing Figures 7~a! and 3~b!, a 0.2 L
long fin at most positions only changes the temperature distribu-
tion locally and the rest of the cavity remains unaffected. This is
because the primary vortex has not altered too much upon intro-
duction of a 0.2 L long fin and the fin only changes the velocity

Fig. 7 Temperature fields for Ra Ä107 with fins at different positions: „a… L pÄ0.2, „b… L p
Ä0.35, and „c… L pÄ0.5 †contour level increment of 0.05 ‡
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distribution locally. As mentioned before, a fin atSp<0.5 can
weaken the fluid motion in the area above the fin and thus de-
creased heat transfer capability is expected. The diminished tem-
perature gradient indicated by the marked separation of the tem-
perature contours above the fin is clearly seen for the fins of
different lengths positioned atSp50.125. The size of this zone of
decreased heat transfer activity expands with the increase of the
length of the fin. The temperature contours under the fin are more
packed than those above the fin. This implies better heat transfer
on the bottom surface of the fin than on the top surface whenSp
<0.625. WhenSp.0.625, the packed temperature contours are
observed above the fin, whereas the separated temperature con-
tours are now observed under the fin. This indicates that there is
better heat transfer on the top surface of the fin compared to the
bottom surface whenSp.0.625. For longer fins, the temperature
contours to the right of the fin are also affected by the introduction
of the fin. Higher temperature gradients next to the right wall are
observed while placing the fin close to two ends of the left wall
compared to placing a fin at the middle of the left wall.

Variation of the Local Nusselt Number on the Walls of the
Cavity. In order to evaluate how the presence of the fin affects
the heat transfer rate along the hot~left! and cold~right! walls, it
is necessary to observe the variations of the local Nusselt numbers
on these walls. These are defined as:

Nul52
]u

]XU
X50

, (8)

Nur52
]u

]XU
X51

, (9)

with the subscriptsl and r referring to the left and right walls,
respectively.

In order to present the local Nusselt number variation, the use
of theScoordinate system was adopted. For example, variation of
the Nul with Y is plotted in graphical form as Nul versusS(0
;1). The variation of Nur with Y can be treated similarly as Nur
versusS(2;3), going from the bottom to top on the right wall.
Figure 8 shows the variation of the local Nusselt numbers along
the left and right walls of the cavity with fins at different positions
for Ra5104. The variation of the local Nusselt numbers along the
left and right walls without a fin are also plotted as the thickest
solid lines and denoted by the symbol NP~that stands for no
partition!. The variation of the local Nusselt numbers on the left
and right walls for the case with no fin are nearly identical.

From Fig. 8, one can observe that placing a fin on the left hot
wall always reduces the local Nusselt number on that wall appre-
ciably. This is because the fin blocks the flow near it, thus giving
rise to varied flow patterns on the top and bottom of the fin de-
pending on the length and position of the fin. For the case of a fin
placed at the middle of the left wall, the streamlines on its both
sides appear fairly symmetric~middle column of Fig. 4! and the
local Nusselt numbers on the left wall both above and below the
fin are nearly identical. If a fin is placed near the top insulated
wall ~left column of Fig. 4!, the development of the boundary
layer on the left wall below the fin is unaltered, however a sig-
nificant separated region~low velocity zone!is observed between
the fin and the top insulated wall. The variation of the local Nus-
selt numbers on these two parts of the left wall in Fig. 8 are
directly linked to the two distinct flow patterns causing significant
heat transfer reduction above the fin and less marked or negligible
heat transfer reduction below the fin. For a fin placed near the
bottom insulated wall~right column of Fig. 4!, a separated region
is observed under the fin, however the development of the bound-
ary layer on the left wall above the fin resumes after the fluid
travels over the fin. The variation of the local Nusselt numbers
above and under the fin~Fig. 8! are directly linked to these two
distinct flow patterns causing significant heat transfer reduction
under the fin and less marked or negligible heat transfer reduction

above the fin. It is observed that for a fin placed at a fixed posi-
tion, the local Nusselt number near the fin decreases with the
increase of the fin’s length. For shorter fins, the fin has very little
influence on the area that is far from the fin. For example, for a fin
at Sp50.125, the local Nusselt number distribution at the bottom
of the left wall is very close to the case without a fin. Even though
a fin attached on the left hot wall always reduces the heat transfer
on the left wall, this does not mean that the heat flux brought into
the cavity will be reduced because the thermally conductive fin
can also transfer heat into the cavity. When comparing all the
plots in the right column of Fig. 8, one can see that placing a fin
on the left hot wall has most remarkable effects on the local Nus-
selt number on the right cold wall with the increase of the fin’s
length. This is directly related to the effect of the length of the fin
in modifying the streamlines and the thermal boundary layer that
is formed adjacent to the right wall. As expected, a longer fin will
give rise to the most marked departure for the case with no fin.
The presence of a fin on the left wall has more marked influence
on the top half than the bottom half of the right wall. A fin placed
near the both ends of the left wall (Sp50.125 and 0.875!can
enhance heat transfer on the right wall. Placing a fin atSp

Fig. 8 Variation of the local Nusselt number along the left and
right walls of the cavity with fins at different positions „Ra
Ä104

…: „a… L pÄ0.2, „b… L pÄ0.35, and „c… L pÄ0.5
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50.375, 0.5 and 0.625 can reduce heat transfer on the right wall.
Placing a 0.5 L fin anywhere except atSp50.5 and 0.625 can
enhance heat transfer on the top half of the right wall.

The variation of the local Nusselt number on the hot left and
cold right walls for Ra5107 is very similar to other cases with
low Rayleigh number. However, some details worthy of discus-
sion need explanation. The symmetric variations of the local Nus-
selt number above and under the fin for a fin placed at the middle
of the left wall that was observed in Fig. 8 no longer exists for this
case of high Ra number. This is directly related to the non-
symmetric streamline patterns of Fig. 5~second row from top!and
the ensuing temperature field of Fig. 7~second row from top!. The
asymmetry of the Nusselt number for fins placed near the two
insulated walls is similar to those discussed in Fig. 8, however it is
more pronounced for this high Ra case.

Variation of the Mean Nusselt Number on the Walls of the
Cavity. Another variable utilized to evaluate the heat transfer
rate is the mean Nusselt number for every wall. Since the top and
bottom walls are insulated, the mean Nusselt numbers on these
walls are zero. The mean Nusselt numbers,Nu, for the left and
right walls were obtained by integrating Eqs. 8 and 9, as given
below:

Nul5E
0

1

NuldY, (10)

Nur5E
0

1

NurdY. (11)

For a cavity without a fin with the top and bottom walls insu-
lated, the mean Nusselt on the left wall equals that on the right

wall according to the conservation of energy for the system. With
a fin placed on the hot wall, the difference between the two mean
Nusselt numbers signifies the enhancing or degrading role of the
fin in transferring heat from the hot wall to the cold wall.

In order to study the effect of the fin on the average heat trans-
fer rate for the left and right walls of the cavity, we introduce a
variable called the Nusselt Number Ratio~NNR!, with its defini-
tion given as:

NNR5
Nuuwith a fin

Nuuwithout a fin

. (12)

Thus, NNR for every wall (NNRl and NNRr) can be obtained
according to Eq. 12. Value of NNR greater than 1 indicates that
the heat transfer rate is enhanced on that surface, whereas reduc-
tion of heat transfer is indicated when NNR is less than 1. Thus,
the mean Nusselt number for every wall can be obtained from the
product of NNR and mean Nusselt number for that wall in
Table 1.

Figures 9~a–b! show the variations of NNR for the left and
right walls with fin’s position for three different lengths of the fin,
Lp50.2, 0.35, and 0.5 for Ra5104 and 107, respectively. Based
on these figures, it is observed that placing a fin on the left wall
always reduces heat transfer on the left wall, since NNRl is al-
ways less than 1. The deviation of the mean Nusselt numbers on
the left wall for different lengths of the fin increases with the
increase ofSp . The mean Nusselt number for the left wall be-
comes smaller with the increase of the fin’s length, regardless of
the Rayleigh number. This is because the fin can block the flow
near the fin and reduce the corresponding convection in that area.

Fig. 9 Variation of the NNR along the left and right walls of the cavity with fins at
different positions: „a… RaÄ104 and „b… RaÄ107
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Upon comparing the diagrams on the left column of Fig. 9, one
can see that the effect of the fin’s length on NNR becomes less
remarkable with the rise of the Rayleigh number due to the fact
that these three curves come closer. This is because the effect of
the hot fin heating the flow and enhancing the primary vortex can
compensate the effect of the fin blocking the flow.

Upon comparing the diagrams on the right column of Fig. 9, it
is evident that the mean Nusselt number on the right wall was also
affected by the position of the fin, length of the fin and the Ray-
leigh number. For the cases with Ra5104, the mean Nusselt num-
ber of the right wall exhibits insensitivity to the length of the fin if
the fin is placed near the middle of the left wall. Also notice that

placing a fin at the middle of the left wall has more remarkable
effect on the mean Nusselt number on the right wall compared to
placing it on the two ends of the left wall. For the cases with
Ra5105 and 106, a 0.35 L and 0.5 L fin placed at most positions
on the left wall can enhance heat transfer on the right wall. For the
case with Ra5107, placing three different lengths of the fin at any
position on the left wall enhances heat transfer on the right wall.
The NNRr becomes more insensitive to the position of the fin on
the left wall with the rise of the Rayleigh number.

One should note that for low Rayleigh numbers when convec-
tion is not dominant, the isothermal fin is the main source of
energy that is brought into the cavity. For instance, for Ra5104, a
0.5 L fin placed at the middle of the left wall is responsible for
bringing in about 58 percent of the energy into the cavity. The
same fin is responsible for about 30 percent of the energy for
Ra5107. In general, significant energy can be routed through the
fin if the fin is located on the lower half of the left hot wall.

Correlation of the Mean Nusselt Number on the Right Wall.
Since the top and bottom walls of the cavity are insulated, the
mean Nusselt number on the right wall (Nur) indicates the heat
transfer capability of the system. A correlation in the form ofNur
as a function of the Rayleigh number, the length of the fin and the
position of the fin was obtained. Based on the trends exhibited in
Fig. 10, the general form of the correlation was assumed to be:

Nur5~a1Sp
21a2Sp1a3!RabLp

c . (13)

For a square cavity with a fin placed on the left wall when Ra
5104;105, the recommended correlation is of the form:

Nur5~0.1213Sp
220.1202Sp10.1807!Ra0.2979Lp

0.0656 (14)

For Ra5106;107, the recommended correlation is of the form:

Nur5~0.0163Sp
220.0129Sp10.1598!Ra0.2979Lp

0.0656. (15)

The values of the coefficientsa’s, b, andc are summarized in
Table 2. The general trends of the correlation is shown in Fig. 10
where the computed mean Nusselt number for the right wall and
the curve fitting correlations are presented.

Conclusions

1. Placing an isothermal horizontal fin on the left hot wall of a
differentially heated cavity generally modifies the clockwise
rotating primary vortex that is established due to natural
convection. Depending on the Rayleigh number, length of
the fin and its position, a number of recirculation regions can
be formed above and under the fin.

2. Two competing mechanisms that are responsible for flow
and thermal modifications are observed. One is the hydro-
dynamic blockage effect of the fin that directly depends on
the length of the fin, whereas the other is due to the extra
heating of the fluid that is offered by the fin. The extra
heating effect is promoted as the Rayleigh number increases.

3. Viewing the minimum value of the stream function as a
measure of the strength of flow modification, it is shown that
for high Rayleigh numbers the flow field is enhanced regard-

Fig. 10 Curve fitting for the mean Nusselt number: „a… Ra
Ä104 and 105, „b… RaÄ106 and 107

Table 2 Correlation coefficients a1 , a2 , a3 , b , and c

a’s

a1 a2 a3 b c

Ra5104;105 AV* 0.1213 20.1202 0.1807 0.2979 0.0656
SD** 0.0585 0.0552 0.0063 0.0173 0.0341

Ra5106;107 AV 0.0163 20.0129 0.1598 0.2979 0.0656
SD 0.0129 0.016 0.006 0.0173 0.0341

*AV: Average
** SD: Standard Deviation
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less of the fin’s length and position. This suggests that the
extra heating mechanism offsets the hydrodynamic blockage
effect and even contributes to the strengthening of the flow
field as the Ra number increases.

4. The symmetric and asymmetric variations of the Nusselt
numbers on the hot wall were directly linked to the stream-
line patterns, presence of the recirculations zone~s! and de-
velopment of the thermal boundary layers above and below
the fin. As for the variations of the Nusselt numbers on the
cold wall, less marked yet distinguishable modifications
were observed.

5. Heat transfer capacity on the anchoring hot wall was always
degraded, however heat transfer on the cold wall without the
fin can be promoted for high Rayleigh numbers and with the
fins placed in the vicinity of the insulated walls. It was noted
that significant energy can be routed through the fin if the fin
is placed on the lower half of the left wall.

Nomenclature

l p 5 length of the fin, m
L 5 length of the cavity, m

Lp 5 dimensionless length of the fin, i.e.,l p /L
NNR 5 Nusselt number ratio, defined by Eq. 17

Nu 5 local Nusselt number, defined by Eqs. 13 and 14
Nu 5 average or mean Nusselt number, defined by Eqs. 15

and 16
s 5 coordinate adopted for distance along the walls, m
S 5 dimensionless coordinate, i.e.,S5s/L

Tc 5 temperature of the right~cold! wall, K
Th 5 temperature of the left~hot! wall, K

Greek Symbols

u 5 dimensionless temperature, i.e., (T2Tc)/(Th2Tc)

Subscripts

l, r 5 related to the left and right walls
p 5 related to the fin~partition!
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Effects of Radiative Transfer
Modeling on Transient
Temperature Distribution
in Semitransparent Glass Rod
This paper presents a method of modeling the radiative energy transfer that takes place
during the transient of joining two concentric, semitransparent glass cylinders. Specifi-
cally, we predict the two-dimensional transient temperature and heat flux distributions to
a ramp input which advances the cylinders into a furnace at high temperature. In this
paper, we discretize the fully conservative form of two-dimensional Radiative Transfer
Equation (RTE) in both curvilinear and cylindrical coordinate systems so that it can be
used for arbitrary axisymmetric cylindrical geometry. We compute the transient tempera-
ture field using both the Discrete Ordinate Method (DOM) and the widely used Rosse-
land’s approximation. The comparison shows that Rosseland’s approximation fails badly
near the gap inside the glass media and when the radiative heat flux is dominant at short
wavelengths where the spectral absorption coefficient is relatively small. Most prior stud-
ies of optical fiber drawing processes at the melting point (generally used Myers’ two-step
band model at room temperature) neglect the effects of the spectral absorption coefficient
at short wavelengths~l,3 mm!. In this study, we suggest a modified band model that
includes the glass absorption coefficient in the short-wavelength band. Our results show
that although the spectral absorption coefficient at short wavelengths is relatively small,
its effects on the temperature and heat flux are considerable.@DOI: 10.1115/1.1565081#

Keywords: Computational, Cylinder, Heat Transfer, Radiation, Transient

1 Introduction
The manufacture of optical fibers often requires joining two

concentric glass cylinders, in which the partially joined cylinders
initially at room temperature are moved into the furnace at a tem-
perature typically in the neighborhood of the glass melting tem-
perature~between 1500 K to 2500 K!. Since the glass conductiv-
ity is very small, radiation is the dominant mode of heat transfer.
During the transient, sufficiently large temperature gradient could
result in cracking at the interface. As direct measurement of the
temperature field is often impossible, the design and control of the
joining process has been accomplished by extensive trial-and-
error methods. The ability to predict the thermally induced
stresses caused by the transient heating offers a means to optimize
the design and improve process speed, which requires a good
understanding of the transient temperature distribution. In this pa-
per, numerical methods are developed to predict the transient tem-
perature field and its gradient within the semitransparent glass.

An accurate prediction of the temperature distribution depends
on the solution method, and the approximation of the models de-
scribing the radiative properties of the medium for a given set of
boundary conditions. Over the past two decades, a number of
researchers have investigated methods to predict energy transport
in glass processing, most notably in applications of optical fiber
drawing. Because glass is semitransparent to radiation, emission
and absorption exist throughout the medium. The simplest ap-
proach, perhaps, has been to assume the participating medium is
optically thick ~or commonly known as the Rosseland’s approxi-
mation! such that the radiative energy contributions from the
boundary and the far away portions of the medium can be ne-
glected. Rosseland’s optically thick approximation reduces the to-

tal radiative flux to a simple temperature diffusion term; an effec-
tive radiative conductivity can then be used. This approach has
been used by a number of researchers~Paek and Runk@1#; Homsy
and Walker@2#; Myers @3#; Choudhury et al.@4#! to reduce the
overall problem to a more tractable form in modeling multi-
dimensional radiative heat transfer in glass. Homsy and Walker
@2# pointed out that the Rosseland’s assumption would break
down at the surface, but no method was suggested to correct for
the errors. An alternative approach is to solve the radiative trans-
fer and the energy equations simultaneously using numerical
methods. Lee and Viskanta@5# investigated combined conduction
and radiation in a one-dimensional glass layer. By comparing the
discrete ordinate method and the Rosseland approximation
method, Lee and Viskanta@5# concluded that the diffusion ap-
proximation greatly underpredicts the temperature and heat flux
when the thickness or the opacity of the layer is small. In a dif-
ferent study, Yin and Jaluria@6# employed a zonal method to
investigate the radiative exchange within the neck-down profile of
a glass perform for an assumed radial temperature profile. Their
simulation results suggested that Rosseland’s approximation un-
derestimates the heat flux only when the radial temperature varia-
tion within the preform is substantial as compared with the
zonal method. In these studies, only steady state solutions were
considered.

The solution to the radiative transfer equation requires an ap-
propriate model to describe the spectral absorption coefficient of
the glass medium. Myers@3# introduced a two-step band model to
describe the spectral absorption coefficients of a fused silica glass,
which has been commonly used in the prediction of radiative
transfer in optical fiber drawing processes. Myers’ band model
neglects the absorption at short wavelengths (l,3.0mm), which
has a relatively small value about 0.001;0.3 cm21 for semitrans-
parent glasses. However, the spectral intensity of a blackbody ra-
diation given by Planck’s function~see for example Modest@7#!
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suggests that more than 60% of radiative energy concentrates in
the band 0.2mm<l,2.8mm near the melting temperature range
of glass (1500 K;2500 K). The effects of radiation absorption
could be considerable in this short-wavelength band, although the
absorption coefficient is small. Since the values for the spectral
absorption coefficient of fused-silica glass at temperatures near
the softening point were not known, Myers’ two-step band model
has been based on data taken at room temperature. Recent experi-
ments~Endrys@8#; Nijnatten et al.@9,10#!on typical glasses sug-
gested that the absorption coefficient in the 2.8mm<l,4.8mm
band near the melting temperature is generally 10;25% lower
than that at a room temperature of 25°C.

In this paper, we use the discrete ordinate method~DOM! to
analyze the radiative transfer during the transient stage as two
partially joined, concentric glass cylinders are moved into the fur-
nace. Jamaluddin and Smith@11# used the DOM to predict radia-
tive transfer in gas flame in axi-symmetric cylindrical enclosures.
They showed that the results for DOM withS4 quadrature ap-
proximation was in good agreement with the experimental data,
and thatS6 approximation did not provide significantly better pre-
dictions but required 60% more computer time. More recently,
Lee and Viskanta@12# used DOM to predict the spectral radiative
transfer in a condensed cylindrical medium and have obtained
good agreement with the exact solutions. The main contributions
of this paper are summarized as follows:

1. We present the radiation model and the solution method for
predicting the two-dimensional transient temperature gradi-
ent in joining two concentric glass cylinders as they are
advanced into a furnace at a high temperature. The model
and solution method serve as a basis for the prediction of the
thermally induced stress intensity factors at the tip of the
interface.

2. Unlike prior works by others~Jamaluddin and Smith@11#,
Lee and Viskanta@12#!, which used grid face areas in the
discretized equation in orthogonal cylindrical coordinates
system, we present the fully conservative form of the two-
dimensional RTE in both curvilinear and cylindrical coordi-
nates systems so that the numerical scheme can be used for
arbitrary axisymmetric cylindrical geometries.

3. We compare the popularly used Rosseland approximation
and the numerical DOM in solving RTE for a two-
dimensional transient heat transfer problem. Chung et al.
@13# compared the accuracy between the Rosseland and P-1
approximations. Since the P-1 approximation drops higher
order terms of the Fourier series for intensities, deviation
from the exact solution~especially when the dimension of
the glass is small!is considerable. Unlike prior comparison
by Chung et al. @13# that consider steady-state one-
dimensional glass layer for which the exact integration so-
lution is available, this study offers additional insights for
the two-dimensional cylindrical glass rod with an interior
gap.

4. We show the considerable effect of spectral absorption co-
efficient at short wavelengths (0.2mm<l,2.8mm) in pre-
dicting the temperature field, which has been neglected in
the previous studies on fiber draw process.

2 Analysis
Consider radiative transfer in a glass rod formed by a pair of

concentric fused-silica glass cylinders as shown in Fig. 1. The gap
between the two cylinders is very small as compared to the diam-
eter of the cylinders. As the rod~initially at room temperature! is
translated axially at a relatively slow, constant speed into a cylin-
drical furnace at a specified temperature profile, the cylinders be-
come soft and join together at the gap. The interest here is to
predict the transient temperature field of the glass rod as it enters
the furnace. In addition, it is desired to determine the temperature
gradient near the tip of the gap.

Glass is considered a homogeneous material, and scattering of
radiation can be neglected in comparison to absorption and emis-
sion ~Viskanta@14#!. It is semitransparent to radiation in the spec-
tral range 0,l,5 mm and is almost opaque beyond 5mm. In
addition, the following assumptions are made in the following
formulation:

1. The system is axisymmetric and two-dimensional.
2. The refractive index of the medium is uniform and does not

depend on temperature in the considered range.
3. The furnace walls are gray and diffuse.
4. We consider the case where the inner and outer surfaces at

the glass interface and in the gap are diffuse for radiation
reflection and transmission since the glass rod~called pre-
form in industry!is not polished.

5. During the transient, the glass has not melted. The effects of
the small deformation of the glass rod on the view factors
can be neglected.

2.1 Formulation. The radiative transfer in a spectrally
absorbing-emitting medium is modeled using the following radia-
tive transfer equation~RTE!:

s•¹I l~r, s!5kl@nl
2I bl~T!2I l~r, s!# (1)

where the spectral radiative intensityI l(r, s) is a function of the
position vectorr, orientation vectors, and wavelengthl; I bl(T) is
the spectral intensity of a blackbody radiation given by Planck’s
function; kl is the spectral absorption coefficient; andnl is the
spectral index of refraction.

The divergence of the spectral radiation heat flux can be ob-
tained by integrating Eq.~1! over the whole solid angle (V
54p), which yields

¹•ql54pklnl
2I bl~T!2klE

V54p
I l~r, s!dV (2)

By solving the RTE forI l(r, s), the spectral radiative heat flux
can be calculated from Equation~3!:

ql5E
V54p

I l~r, s!n"sdV (3)

Fig. 1 Schematics illustrating the transient process
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wheren is the normal vector of the surface. The corresponding
total radiative heat flux is then given by

q5E
0

`

qldl (4)

Since there is no glass flow during the transient, the energy
equation for control volume fixed with the glass~no advection!
only includes conductive and radiative heat transfer as shown in
Eq. ~5!:

rC
]T

]t
52¹•~2k¹T1q! (5)

subject to the boundary conditions

]T/]r 50 at r 50 (5a)

2kn•¹T5qrad,opa at the surface (5b)

where r, C, and k are the glass density, thermal capacity and
conductivity, respectively;n is the normal vector of the glass sur-
face, qrad,opa is the net radiative flux at the opaque band on the
glass surface. Natural convection of the air is neglected as com-
pared with the radiative exchange.

The radiation intensity, through emission of the glass medium,
depends on the temperature field and, therefore, cannot be decou-
pled from the overall energy equation. In addition, the solution to
Eq. ~1! depends on the approximation methods, the boundary con-
ditions and the glass radiation properties. We discuss below two
methods to solve for the transient temperature distribution;
namely Rosseland approximation and a numerical scheme using
the DOM.

2.2 Rosseland Approximation „RA…. In the Rosseland’s
approximation~Modest@7#!, the glass is assumed to be optically
thick such that the radiative energy contributions from the bound-
ary intensities and the far away portions of the medium are ne-
glected. Thus, the total radiative flux can then be treated as a
simple ‘‘radiative conduction’’ as follows:

q>2
16n2sT3

3kR
¹T52krad¹T (6)

where the Rosseland mean absorption coefficientkR can be evalu-
ated from the integration of the spectral absorption coefficient
with the weighting ofdIbl /dT:

n2

kR
5E

0

`S nl
2

kl
D dIbl

dT
dlY E

0

` dIbl

dT
dl (7)

It can be seen thatkR depends on temperature.
The radiative conductivity in Eq.~6! can be added to the mol-

ecule conductivity in the energy Eq.~5! to account for the radia-
tive heat transfer. Although the RA results in extremely conve-
nient form, it is worth noting that this diffusion approximation is
not valid near a boundary and the optically thick assumption
should be used with caution.

2.3 Numerical Computation Using DOM. The radiative
intensities can be solved numerically from Eq.~1! using the DOM
~Modest@7#!. Once the intensities have been determined in each
time step, the corresponding radiative heat flux inside the glass
medium or at a surface can be solved from Eqs.~3! and ~4!, and
the temperature distribution from the energy equation, Eq.~5!.

2.3.1 Discrete Ordinate Equation.In the DOM, Eq. ~1! is
solved for a set of directionsŝi , i 51,2, . . . ,N. For an axisym-
metric cylinder, the RTE along each of theN discrete directions
can be expressed as

m i

r

]~rI l
i !

]r
2

1

r

]~h i I l
i !

]c
1j i

]I l
i

]z
5kl@nl

2I bl~T!2I l
i # (8)

wherem i , h i , andj i are the direction cosines ofŝi as shown in
Fig. 2; and

m5sinu cosc (9a)

h5sinu sinc (9b)

j5cosu (9c)

Then the spectral radiative flux inr andz directions can be cal-
culated from

ql,r5(
i 51

N

wiI l
i m i (10)

ql,z5(
i 51

N

wiI l
i j i (11)

and the total radiative fluxes from

qr5(
i 51

M

ql i ,r (12)

qz5(
i 51

M

ql i ,z (13)

wherewi is the quadrature weights associated with each direction
ŝi ; N is the number of the ordinate directions; andM is the num-
ber of the wavelength bands. Based on the study of Jamaluddin
and Smith @11#, we choose the completely symmetric
S4-approximation quadrature which integrates the zero, first
~half and full range!, and second-order moments of the intensity
distribution.

2.3.2 Transformations and Discretization of RTE.Due to the
diameter variation near the bottom of the glass rod, Eq.~8! is cast
into the fully conservative form in a general curvilinear coordinate
system~a,b!

]@rB~m ia r1j iaz!I l
i #

]a
1

]@rB~m ib r1j ibz!I l
i #

]b
2B

]~h i I l
i !

]c

5klrB@nl
2I bl~T!2I l

i # (14)

wherea r , az , b r , andbz are the grid metrics and the JacobianB
is given by

B5
]~a,b!

]~r ,z!
5Ua r az

b r bz
U (15)

Fig. 2 Coordinates for two-dimensional axisymmetric cylinder
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The angular derivative term in Eq.~14! can be discretized by
using the direct differencing technique proposed by Carlson and
Lathrop @15#:

]~h i I l
i !

]c
>

§ i 11/2I l
i 11/22§ i 21/2I l

i 21/2

wi
(16)

where i 51,2, . . . ,Ni for every fixedj. The geometrical coeffi-
cient § i 61/2 depends only on the differencing scheme, which is
independent of radiative intensity and has the following recursive
formula:

§ i 11/25§ i 21/21m iwi (17)

where§1/250 whenc1/250.
Using finite volume method to discretize the transfer Eq.~14!,

we have

@rB~m ia r1j iaz!I l
i #e2@rB~m ia r1j iaz!I l

i #w

1@rB~m ib r1j ibz!I l
i #n2@rB~m ib r1j ibz!I l

i #s

2B
~§ i 11/2I l

i 11/22§ i 21/2I l
i 21/2!

wi

5rBkl~nl
2I bl2I l

i ! (18)

where the subscriptse, w, n, and s indicate the values in the
brackets are evaluated at the eastern, western, northern and south-
ern grid faces, respectively. In order to reduce the number of
unknowns, step scheme is used to relate the intensities on the grid
faces with the nodal values. This spatial differencing scheme can
guarantee the intensities positive.

2.3.3 Boundary Conditions.The boundary conditions for the
DOM are given below.

Symmetry of the Cylinder. The i th direction along the axis of
the cylinder is given by

r 50: I l
i 5I l

i 8 , m i5m i 8 (19)

where m i is the cosine of the angle between thei th and ther
directions.

Interface of the Glass Rod. Figures 3~a!and 3~b!illustrate the
transmission and reflection at the interface of the glass rod, and at

the gap between the cylinders respectively. The assumption that
the interfaces of the preform are diffuse for both transmission and
reflection implies the following:

r 5R2: I l
i 5

Jl
2

p
5

tl
1Hl1rl

2ql,r
1

p
m i,0 (20a)

z501: I l
i 5

Jl
2

p
5

tl
1Hl1rl

2ql,z
2

p
j i.0 (20b)

z5L2: I l
i 5

Jl
2

p
5

tl
1Hl1rl

2ql,z
1

p
j i,0 (20c)

wherej i is the cosine of the angle between thei th direction and
the z direction; the superscripts ‘‘1’’ and ‘‘ 2’’ refer to the quan-
tities at the outer and inner surfaces of the cylinder respectively;
tl , rl , andJl are the diffuse transmissivity, reflectivity and ra-
diosity respectively;ql,r

6 , ql,z
6 are the one-way spectral fluxes in

the glass in ther and z directions respectively; andHl is the
irradiation on the outer surface. Similarly, the radiosities at the
surfaces just outside the cylinder

r 5R1: Jl
15tl

2ql,r
1 1rl

1Hl (21a)

z502: Jl
15tl

2ql,z
2 1rl

1Hl (21b)

z5L1: Jl
15tl

2ql,z
1 1rl

1Hl (21c)

The one-way spectral fluxes are calculated as follows:

ql,r
1 5(

i 51

N/2

wiI l
i m i m i.0 (22a)

ql,z
2 5(

i 51

N/2

wiI l
i uj i u j i,0 (22b)

ql,z
1 5(

i 51

N/2

wiI l
i j i j i.0 (22c)

The irradiationHl is the sum of the energy contribution from all
the other surfaces that include the furnace, the cylinder outer sur-
face, and the top and bottom disk openings.

Fig. 3 Schematics illustrating the boundary conditions: „a… interface of the glass rod; and „b… gap between the two
cylinders.

638 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hl,i5(
j 51

K

Jl, jFi 2 j (23)

whereFi 2 j is the diffuse view factor from surface elementi to j.
K is the total number of the surface elements. Equations~20! and
~21! are for the semitransparent band. Whenl.5 mm where the
glass is considered to be opaque, the radiosities on the outer sur-
face of the glass rod must be calculated from

Jl,i5«Ebl,i1~12«!Hl,i (24)

where« is the emissivity of the surface; andEbl,i is the blackbody
emissive power in thei th surface element. Since the furnace is
opaque, its radiosities are also calculated from Eq.~24! in all the
spectral range.

Gap Between the Two Cylinders. The transmission and reflec-
tion on the gap interfaces between the two cylinders should be
considered:

I l,e
i 5

qr
2t2t1~r21t2r1t1!qr

1

p
, m i,0 (25a)

I l,w
i 5

qr
1t2t11~r21t2r1t1!qr

2

p
, m i.0 (25b)

Since the gap is very thin, it disappears when the glass melts.

2.3.4 Method of Solution.The computation of the intensity
begins at the grids adjacent to the boundary surfaces along each
specified direction with estimated boundary intensities and pro-
ceeds into the medium. Once the intensities in all the directions
are obtained, the one-way fluxes at the boundaries are calculated
and substituted into Eqs.~21a! to ~21c!, and the linear equations
for the radiosities on theK surface elements of the outside enclo-
sure are solved. Irradiations on the outer surface of the glass can
now be calculated in Eq.~23! and are substituted into Eq.~20a! to
~20c! to update the estimated inner surface radiosities. The one-
way fluxes at the gap are also updated in the process. Iteration is
needed for these updating processes.

The energy equation~Eq. ~5!! was solved using the finite vol-
ume method with a fully implicit time marching scheme. Since
the divergence of the radiative flux is strongly dependent on the
temperature, an inner iteration for the temperature is carried out at
each time step. The time derivative term is discretized by second-
order one-sided difference scheme.

A common spatial grid is used in solving both the energy equa-
tion and the RTE. The grid is fixed on the glass rod and moves
with the rod. The new position of the grid and the view factors of
the glass surface are updated at each time step. In this way, there
is no convection due to zone traverse since the glass does not
move relative to the grid.

In this study, a uniform initial temperature of 300K was used. A
sensitivity study showed that a time step of 1 second is enough for
the transient problem. The grid spacing is more condensed near
the bounding interfaces and the gap to account for the steep spa-
tial change in the physical variables expected in these regions. A
grid-refinement study showed that 155337 ~in z andr directions,
respectively!grids is enough for the simulation.

2.4 Models of Radiative Properties. The accuracy of the
solution to the RTE, or Eq.~1!, depends significantly on the
knowledge of the radiative properties. Specifically, care must be
exercised to appropriately quantify the absorption coefficient of
the glass and the reflectivity at the glass surfaces at the operating
temperature.

Myers’ Band Model for Spectral Absorption Coefficient. Figure
4~a! displays the Myers’ bands@3# for the spectral absorption
coefficient of fused silica glass. The bands commonly used in the
prediction of radiative transfer in fiber drawing process are given
below:

kl50, l<3 mm;

kl54 cm21, 3 mm,l<4.8 mm;

kl5150 cm21, 4.8 mm,l<8 mm;

Myers approximates the absorption coefficient at a small wave-
length (l,3.0mm) as zero, and consequently the radiative trans-
fer at that band is not considered. Although the absorption coeffi-
cient is small ~in the order of 0.001 to 0.3 cm21! for
semitransparent glasses at this band, more than 60% of the emis-
sive power concentrates in these shorter wavelengths for the glass
at the~melting! temperature between 1000K and 2500K~see for
example, blackbody emissive power spectrum in Modest@7#!.
Consequently, the effect of the absorption coefficient in this band
on radiative transfer is considerable and cannot be neglected as
will be shown in our results. It is worth noting that in Myers’ band
model, the absorption coefficient at the middle band (3.0mm
,l,4.8mm) was based on room temperature.

Fig. 4 Band model for absorption coefficient: „a… Myers’ band model; and „b… band model used in this study.
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Modified Absorption Band Model Used in This Study.The
spectral radiative energy is negligible for short wavelengthsl
,0.2mm in the operating temperature range. In the range of
0.2mm<l,2.8mm, taking the multiple reflections into account,
the average internal transmitivityt i of a silica glass slab can
be calculated from the tabulated data of the apparent slab
reflectivity and transmissivity in~Touloukian et al.@16#!. With the
approximation of

t i ,l5e2kld (26)

whered is the thickness of the slab, the average absorption coef-
ficient for 0.2mm<l,2.8mm is determined to be 0.0243 cm21.

The absorption coefficients of typical glasses near the melting
temperature were measured experimentally by Endrys@8# and
Nijnatten et al.@9,10#; both published data suggest that the ab-
sorption coefficient in the 2.8mm<l,4.8mm band near melting
temperature is generally 10;25% lower than that at a room tem-
perature of 25°C. In this study, we estimate the absorption coef-
ficient in the 2.8mm<l,4.8mm band to be 3.4 cm21.

For l.4.8mm, the absorption coefficient is large and the spec-
tral radiative flux is relatively small. Thus, the glass is considered
opaque for that band. The modified band model is shown in Fig.
4~b!. The optical thicknessesdl for each band based on a rod
radius of 4.5 cm are given as

dl50.1094, 0.2mm,l<2.8 mm;

dl515.3, 2.8 mm,l<4.8 mm;

dl→`, 4.8 mm,l;

Surface Reflectivity. The external surface reflectivity can be
calculated from the experimentally tabulated data for the air-to-
media interface by the following curve fit~Egan and Hilgeman
@17#!:

r1520.439910.70993nm20.33193nm
2 10.06363nm

3

(27)

The corresponding internal surface reflectivity for any diffuse
media-to-air interface is given by

r2512
~12r1!

nm
2 (28)

wherenm is the index of refraction of the medium. In this study,
an average refractive index over the whole spectrum is used (nm
51.42). The consequent reflectivity and transmitivity of the ex-
ternal surface are 0.08 and 0.92, respectively. Those for the inter-
nal surface are 0.54 and 0.46.

3 Results and Discussions
In order to investigate the effects of the approximation methods

and the models describing the glass radiative properties on the
transient temperature distribution, a MATLAB program with
C11 subroutines has been written to simulate the process shown
in Fig. 1.

3.1 Validation. Exact integral solution of RTE is available
for the one-dimensional semitransparent cylinder whose tempera-
ture and heat flux only varies in the radial direction~Kesten@18#!.
In order to validate our two-dimensional solution with this inte-
gral solution, the boundary conditions are modified in the codes to
obtain an equivalent one-dimensional solution as follows: the di-
ameter of the cylinder is constant; both the top and the bottom
interfaces of the cylinder are assumed to be optically smooth with
unity reflectivities; the temperatures in the glass and the furnace
wall are assumed to be uniform so that the radiation intensity does
not vary in the axial direction. Figure 5 shows comparisons of the
S-4 DOM solutions and the integral solutions under different glass

temperatures and cylinder diameters. The radial flux is normalized
by the furnace blackbody emissive power. As shown in Fig. 5, the
computed results agree with the exact solutions.

3.2 Simulation and Discussion. In this study, we compare
the following simulations:

Fig. 5 Comparison of the DOM and the integral solutions „dif-
ferent cylinder diameters, TfÄ2000 K… : „a… TgÄ500 K; „b… Tg
Ä1000 K; and „c… TgÄ1500 K.
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1. DOM with a modified absorption band model given in Fig.
4~b!

2. RA method with the modified absorption band model
3. DOM with the Myers’ band model given in Fig. 4~a!.

Simulations 1 and 2 compare the effects of the optically thick
assumption on the radiative transfer. Simulations 1 and 3 investi-
gate the effects of absorption band models. Of particular interest is
to compare the following:

1. The temperature distributions of the glass cylinders as dis-
played in Fig. 6,

2. The heat fluxes in both axial and radial directions at the tip
of the gap in Fig. 7.

3. The transient temperature gradient at the tip of the gap in
Fig. 8.

The values of the parameters used in the simulation are given in
Table 1. The temperature distribution of the furnace is parabolic
along its wall, and has a maximum value of 2400 K at the middle
and a minimum value of 1500 K at both ends. The glass rod of
length 0.5 m is fed with a constant speed of 0.75 mm/second into
the furnace fromZ50 to Z50.5L.

Figure 6 compares the temperature distributions at different lo-
cations and time. The total heat fluxes, which are defined in Eqs.
~11–14!, are compared in Fig. 7, where a positive axial flux indi-
cates heat flowing in the positivez direction, but a positive radial
flux indicates heat flowing toward the center of the rod~or nega-
tive r direction!.

Effects of the Optically Thick Assumption. As shown in Fig. 6,
the RA method highly underestimates the temperature due to the
assumption that the glass medium is optically thick. Recall that
the optical thickness is a function of both the characteristic dimen-
sion and the absorption coefficient. The followings are two causes
of the error:

1. The characteristic dimension is relatively small, particularly
inside the gap. These results are consistent with those in
~Lee and Viskanta@5#! that was computed for glass slab; the
RA underpredicts the radiative heat flux even when the
thickness of the layer is larger than 1 m.

2. Although the absorption coefficient is relatively large in the
middle band (3.0mm,l,4.8mm), most radiative energy
concentrates in the low wavelength band that is character-
ized by a very small absorption coefficient of 0.0243 cm21.

Another obvious difference occurs at the gap between the cyl-
inders. Based on several observations made in Figs. 7~a! and 7~b!,
the RA incorrectly predicts the heat flux as explained below:

1. Whent586 seconds~or Z50.13L), the major portion of the
glass rod is outside the furnace and thus the rod is heated
mainly by the axial radiative flux from the bottom~indicated
as ‘‘A’’ in Fig. 1!. As shown in Fig. 7~a!, the radial flux is
negative~or flowing outward!since heat dissipates to the
environment from the somewhat heated rod as expected. As
a result, the radial temperature gradient at the tip of the gap
is negative as reasonably predicted by the DOM with the
modified band model in Fig. 8. Note that the RA underesti-
mates the temperature and fails to predict this negative radial
heat flux. Furthermore, it predicts an incorrect temperature
gradient in the radial direction as shown in Fig. 8.

2. As the glass rod translates further into the furnace, the radial
flux becomes positive~or flowing toward the center! and
increases withr, as simulated by DOM with the modified
band model, as expected. The axial flux, however, decreases
with r because the view factor is larger at the center of the
bottom than that at a larger radial distance. Note that since
the axial flux is significantly larger than the radial flux at the
tip of the gap, the temperature gradient in the radial direction

Fig. 6 Temperature distributions: „a… DOM, new band model; „b… Rosseland; and „c… DOM, Myers’ band model.
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is positive but small. In RA, the temperature inside the inner
cylinder is underestimated. As a result, the corresponding
axial temperature gradient and thus the axial heat flux is
larger than that in the outer cylinder as shown in Fig. 7~b!.
Figure 8 shows that the temperature discontinuity in the gap
results in a large positive temperature gradient at the tip of
the gap. Consequently, there is a peak of radial radiative flux
near the tip. The sharp drop of the temperature gradient after
the temperature is elevated is due to the combination of two
factors: radiative conductivity is proportional toT3; the Ros-
seland mean absorption coefficient decreases shapely when
the temperature is increased.

3. It is interesting to note that the axial flux att5428 is smaller
than that att5214 in Fig. 7~a!. This is because as the glass
is heated near the temperature of the furnace, the emitted
flux by the glass medium is comparable to the flux from the

furnace. Thus, the net radiative flux inside the glass as the
process approaches steady state is smaller than that at the
initial transient.

Effects of Band Models of Absorption Coefficient. Several ob-
servations can be made in Figs. 6~c!, 7~c!, and 8:

1. In Myers’ two-step band model, the glass absorption coeffi-
cient at short wavelengths (0.2mm<l,2.8mm) has been
neglected. As a result, the heat flux at that band is not ab-
sorbed~or attenuated!by the glass medium and thus the
temperature is underestimated during the initial transient re-
sponse as shown in Fig. 6~c!.

2. In addition, as only the radiative energy at the middle band
(3.0mm,l,4.8mm) is absorbed by the glass in Myers’
model that has akl more than 100 times larger than that at
the short-wavelength band, the radiative flux at the middle
band from the furnace is greatly attenuated along the path
into the glass medium. Consequently, a very large tempera-
ture gradient is formed in the radial direction as shown in
Figs. 6~c!and 8.

3. The total flux in the solution using Myers’ band model is
somewhat larger than that using the new band model since
the flux at the short wavelength band is not attenuated~ab-
sorbed!by the glass media in Myers’ model.

As mentioned earlier, sufficiently large temperature gradient
due to the transient heating could result in cracking at the inter-
face and predictions of thermally induced stresses requires a good
understanding of the transient temperature field and its gradient at
the interface. Both Rosseland approximation and the neglect of
the absorption coefficient in the 0.2mm<l,2.8mm band have
led to erroneous prediction of temperature gradient. Most impor-

Fig. 7 Radiative flux distributions at zÕLÄ0.15: „a… DOM, new band model; „b… Rosseland; and „c… DOM, Myers’ band
model.

Fig. 8 Transient radial temperature gradient at the tip of the
gap „aÕRÄ0.22; and d ÕLÄ0.15….

Table 1 Parameters used in the simulation

a/R 0.22 b/L 0.15 Tf ,max 2400 K
R/Rf 0.75 R/L 0.09 L/L f 1
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tantly, they fail to predict the negative temperature gradient at the
earlier stage of the transient, where cracks at the join interface are
most likely.

4 Conclusions
The transient temperature and heat flux distributions in the pro-

cess of heating two concentric, semitransparent glass cylinders
have been presented. Specifically, we have compared two differ-
ent methods in modeling the radiative transfer; namely, the dis-
crete ordinate method and Rosseland’s approximation. In addition,
we have investigated the effects of the absorption coefficient at
short wavelengths (0.2mm<l,2.8mm) on the radiative trans-
fer, which has been neglected in the commonly used Myers’ two-
step band model.

Our results show that although the spectral absorption coeffi-
cient at short wavelengths is relatively small, its effects on the
temperature are considerable since most of the radiative power is
at this short-wavelength band under the elevated temperatures.
The temperature is highly underestimated during this initial tran-
sient and its radial variation is overestimated with the Myers’ band
model.

The comparison between the predictions using DOM and the
widely used Rosseland approximation shows that Rosseland’s ap-
proximation fails miserably when the characteristic dimension is
small, particularly at the gap between the cylinders even when the
temperature variation is small. In addition, the assumption of op-
tically thick must take into account the glass absorption coeffi-
cient at short wavelengths where the radiative transfer is
dominant.

The solutions of the temperature field can be further used in the
prediction of the thermal stress intensity near the tip of the inter-
face which is important for the design and control of the manu-
facturing process.

Acknowledgments
This research has been funded by Lucent/OFS. The authors are

deeply indebted to Steve Jacobs, Rob Moore, and Mahmood Ta-
baddor for their contribution to this manuscript.

Nomenclature

Symbols

B 5 Jacobian of the curvilinear coordinates transformation
Eb,l 5 blackbody emissive power
Gl 5 spectral incident radiation
Hl 5 spectral irradiation in W/~m2 mm!
I l 5 spectral radiative intensity in W/~m2 mm sr!

I bl 5 spectral blackbody intensity in W/~m2 mm sr!
Jl 5 spectral radiosity in W/~m2 mm!
T 5 temperature in K

krad 5 radiative thermal conductivity in W/~m mm!
nl 5 spectral index of refraction
q 5 total radiative heat flux in W/~m2!

ql 5 spectral radiative heat flux in W/~m2 mm!
w 5 quadrature weight

Subscripts and Superscripts

e 5 east side of the control volume
f 5 furnace
g 5 glass
n 5 north side of the control volume
r 5 radial coordinate direction

s 5 south side of the control volume
n 5 normal unit vector of the surface
r 5 location vector
s 5 unit direction vector

V 5 solid angle in sr
tl 5 spectral diffuse transmissivity
rl 5 spectral diffuse reflectivity
kl 5 spectral absorption coefficient in m21

« 5 emissivity
m i 5 cosine of the angle between thei th direction and the

r direction
j i 5 cosine of the angle between thei th direction and the

z direction
dl 5 optical thickness

~a,b! 5 general curvilinear coordinates
w 5 west side of the control volume
z 5 axial coordinate direction

max 5 maximum value
1 5 positive coordinate direction for flux; outer surface at

the interface
2 5 negative coordinate direction for flux; inner surface at

the interface
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Evaporation Heat Transfer in
Sintered Porous Media
A two-dimensional model is presented to predict the overall heat transfer capability for a
sintered wick structure. The model considers the absence of bulk fluid at the top surface of
the wick, heat conduction resistance through the wick, capillary limitation, and the onset
of nucleate boiling. The numerical results show that thin film evaporation occurring only
at the top surface of a wick plays an important role in the enhancement of evaporating
heat transfer and depends on the thin film evaporation, the particle size, the porosity, and
the wick structure thickness. By decreasing the average particle radius, the evaporation
heat transfer coefficient can be enhanced. Additionally, there exists an optimum charac-
teristic thickness for maximum heat removal. The maximum superheat allowable for thin
film evaporation at the top surface of a wick is presented to be a function of the particle
radius, wick porosity, wick structure thickness, and effective thermal conductivity. In order
to verify the theoretical analysis, an experimental system was established, and a compari-
son with the theoretical prediction conducted. Results of the investigation will assist in
optimizing the heat transfer performance of sintered porous media in heat pipes and
better understanding of thin film evaporation.@DOI: 10.1115/1.1560145#

Keywords: Boiling, Heat Transfer, Heat Pipes, Phase Change, Thin Films

Introduction
The ability to manage the thermal behavior of various electrical

components is of paramount importance in many modern elec-
tronic systems. Traditionally, the method of choice for dissipating
heat from an electronic system such as a computer chip has been
the use of a finned heat sink in conjunction with a fan or other
means of convection cooling. These components operate primarily
on the basis of conduction and convection. The metallic finned
unit in effect draws heat from the input heat flux zone and distrib-
utes the thermal energy such that it may be removed via the flow-
ing air or other fluid of choice. With the unyielding drive to pro-
duce personal computers with more rapid processing speeds, for
example, comes the responsibility to effectively remove the addi-
tional heat generated by these more powerful chips. The current
finned heat sinks function adequately from a thermal management
perspective over a wide range of chip operating speeds, but there
exists a definite threshold for forced air convection heat transfer
involving finned heat sinks. As the chip manufacturers encroach
upon the thermal operating limit set by the standby fin-fan heat
sinks, thermal engineers must devise new means for managing the
thermal behaviors of these electronic components. One such alter-
native to the well-known finned heat sink is to embed a heat pipe.

While the heat pipe presents a promising approach to a higher
level of heat flux and temperature uniformity, the heat pipe cannot
remove extremely high levels of heat flux due to limitations such
as the capillary force and nucleate boiling. The motivation behind
the current work was to determine what effects the thin film
evaporation has on the heat transport behavior of the wick struc-
ture, whether an optimum wick structure exists, and how the value
for maximum heat removal for a wick structure is determined.

Theoretical Analysis
When heat is applied to the evaporating region of a heat pipe,

the heat will travel through the wall of the solid container to reach
the working fluid. Provided that the fluid level is not above the top
surface of the wick, the heat that reaches the top surface of the
working fluid in the wick, as shown in Fig. 1, will pass through a

thin-film region consisting of three regions: the nonevaporating
thin film region, the evaporating thin film region, and the menis-
cus thin film region. In the presence of a thin film, a majority of
the heat will be transferred through a very small region@1–6#.
When thin film evaporation is compared to boiling heat transfer
@7–11#, it is found that thin film evaporation can provide signifi-
cantly higher overall heat transfer coefficients. When evaporation
occurs in a pool boiling system, the heat transfer limit at the
evaporating surface depends on the mechanisms of liquid supply
to and vapor escape from the phase-change interface. In order to
reduce the effects of liquid and vapor flow resistances in the pool
boiling system, extensive investigations on enhanced surfaces
such as the machined or etched cavities@7#, structured surfaces
@8#, low-permeability evaporating surfaces@10#, and coated sur-
faces@8,9# including modulated porous-layers@11# have been con-
ducted resulting in a better understanding of heat transfer mecha-
nisms. As a result, the heat transfer limit occurring in the pool
boiling systems has been continuously pushed. Due to the pres-
ence of liquid, however, the resistance to vapor flow still exists
and directly limits the further enhancement of boiling heat transfer
in the pool boiling systems. In the current study evaporation oc-
curring only at the liquid-vapor interface in thin film region shown
in Fig. 1, for which the resistance to vapor flow is negligible, is
investigated to determine whether such an evaporating surface
exists and how thin film evaporation occurring only at the top
surface of wicks is promoted.

Ma and Peterson@12# recently developed a new type of evapo-
rative surface in which variable microgrooves were used to in-
crease the size, the shape, and the number of interline regions,
thereby increasing the evaporating heat transfer coefficient. Pre-
liminary investigations of this surface indicated that when the
groove width was decreased from 0.6 mm to 0.3 mm, the tem-
perature difference required to remove a heat flux of 10 W/cm2

would decrease from 16.0 to 8.3°C. Alternatively speaking, the
evaporating heat transfer coefficient was almost doubled. Using
this information, a new heat pipe was designed for cooling the
next generation of computer chips@13#. By using this device and
its enhanced evaporation surface, it was demonstrated that the
evaporating heat transfer coefficient in the evaporator of a heat
pipe, could be significantly increased.

While grooves have been proven to enhance the evaporative
heat transfer coefficient, there are some limitations to the level of
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improvement possible. The work of Ma and Peterson@5# showed
that most of the evaporating heat transfer passes through a small
region, less than 1mm. Unfortunately, current fabrication pro-
cesses preclude the further increase of the groove density and the
large-scale manufacture of these types of grooved surfaces. As a
result, it is necessary to develop new kinds of evaporative sur-
faces, with heat transport capabilities comparable to the thin film
evaporating heat transfer coefficient required. After examining tra-
ditional evaporative surfaces/wick structures used in the design of
heat pipes, it was found that sintered metal powders and/or par-
ticles could provide a higher thermal conductivity while still fa-
cilitating the thin film evaporating heat transfer.

If heat is added to the sintered porous medium fabricated from
the round particles, as shown in Fig. 1, the heat is transferred
through the sintered particles filled with the working fluid, reach-
ing the top surface where the liquid-vapor-solid interface exists.
There, by utilizing the thin film evaporation, the heat is removed.
If the radius of a single particle is known, the evaporating heat
transfer for that particle may be approximated as

Qp52pr pkl~Ts2Tv!E
0

1026 1

d
ds (1)

where all of the evaporating heat transfer is assumed to pass
through the micro-region, i.e., the region less than 1mm @5#. The
film thickness profile can be described by

s
dj

ds
2

dpd

ds
52

f l
1
•Red m l*0

s
q~s!

hf g
ds

2d3~s!r l
(2)

for the steady-state evaporating process of a thin film, where the
meniscus curvature,j, and the disjoining pressure,pd , can be
found by

j5

d2d

ds2

F11S dd

dsD
2G3/2 (3)

pd5r lRTlv ln@adb# (4)

respectively. The boundary conditions corresponding to Eq.~2!
are

d5d0 ; j50;
dd

ds
50; at s50 (5)

where the nonevaporating film thickness is determined by@5#
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As the evaporating thin film profile is obtained, the temperature
drop across the evaporating thin film can be determined.

If the total number of particles at the top surface of wick isNb ,
the total evaporating heat transfer may be determined by

Q5(
1

Np

Qp (7)

where the total number of particles is approximately found by

Np5
Asp

4pr p
2 (8)

andAtb is the total area of top surface of sintered porous medium.
From Eqs.~1! through ~8!, it may be seen that a decrease in

particle size results in an increase in the evaporating heat transfer.
Alternatively, the smaller the particle size, the better the evaporat-
ing heat transfer performance. However, when the particle size is
less than the characteristic length of the evaporating thin film
region, continued decreases would effectively reduce the evapo-
rating heat transfer capacity. Therefore, there exists an ideal par-
ticle size and packing factor that provides the maximum evapo-
rating heat transfer coefficient.

While for most applications the evaporating thin film region
can be used to significantly increase the evaporating heat transfer,
it is desirable to also reduce the overall thermal resistance, since
the total heat transport capability in a sintered porous medium
depends not only on the evaporating heat transfer, but also on the
thermal conductivity of the sintered porous medium and the cap-
illary flow. Neglecting the effects of convection heat transfer
within the medium, the temperature drop occurring in a sintered
porous layer can be approximated byTw2Ts5QH/keff , whereH
is the thickness of the sintered porous medium, andkeff is the
effective thermal conductivity. It is clear that for a given heat flux,
an increase in the thermal conductivity would reduce the tempera-
ture drop across the sintered porous medium. The effective ther-
mal conductivity of the porous medium of metallic spheres is a
function of the solid conductivity,ks , the working fluid conduc-
tivity, kf , and the porosity, and it varies drastically between the
limiting cases, i.e., lim«→0keff5ks and lim«→1keff5kf , depending
upon the type of arrangement of the metallic particles. For the
sintered particles investigated herein, the effective thermal con-
ductivity can be determined by@14#

keff5
ks@2ks1kl22«~ks2kl !#

2ks1kl1«~ks2kl !
(9)

In order to sustain continuous capillary flow in the wick shown
in Fig. 1, the capillary pumping pressure must meet or exceed the
sum of all other pressure drops. The maximum capillary pumping
pressure may typically be expressed as

Fig. 1 Thin film evaporation in sintered particles
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Dpc5pv2pl5
2s

r c
(10)

where r c is the meniscus radius at the evaporating surface. The
effective capillary radius for a sintered evaporative surface is de-
pendent upon the size of the sintered particles, the mode of pack-
ing, and sintering process. When the radius of the particles de-
creases, the capillary pumping increases, and it is expected that
the size of the individual particles should be as small as possible.
However, as the particle size becomes smaller, the permeability
@15#,

K5
r p

2«3

37.5~12«!2 (11)

which here represents the ability of a porous materials to transmit
liquid, will decrease.

When the fluid temperature reaches some pressure-dependant
value above the saturation temperature, boiling occurs near the
bottom of the evaporator resulting in two devastating conse-
quences. First, thin film evaporation at the solid-liquid-vapor in-
terface dramatically decreases as the boiling condition dominates
the phase change behavior of the system. Secondly, the vapor
generating at the base of the porous medium forms a blanket of
vapor near the base of the medium, increasing the thermal resis-
tance and preventing re-entry of the wetting fluid. Boiling heat
transfer at the base of the wick should thus be avoided, as this
condition could lead to an increased temperature drop across the
wick structure and result in early wick dryout.

If the wick is constructed such that the temperature difference
between the base temperature of the sintered porous medium and
the saturation temperature,Tb2Tsat, remains less than the super-
heat for the nucleation, bubble formation will not occur in the
wick. Once the pressure distribution is determined, then by utiliz-
ing the Clausius-Clapyeron relation and considering the surface
tension, the minimum superheat for the onset of bubble formation
can be determined by

Tl2Tsat~pl !5
2sTsat~pl !

hf gr b,p
S 1

rv
2

1

r l
D (12)

Based on geometrical simplifications of the sintered perfect sphere
particles, the maximum meniscus radius of the embryo bubble
formed within the sintered sphere particles, i.e., the maximum
cavity, may be approximated in terms of the particle radius as

r b,p5
r p

4
(13)

Considering Eq.~13!, Eq.~12! may then be expressed as

Tl2Tsat~pl !5
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rv
2

1

r l
D (14)

An embryo bubble will grow and a cavity will become an active
nucleation site if the equilibrium superheat becomes equaled or
exceeded one around the perimeter of the embryo. In order to
avoid the bubble formation near the base of the porous medium,
the temperature difference between the wall and the saturation
temperature,Tb2Tsat, must be less than the superheat indicated
by Eq. ~14!.

Thin film evaporation can provide significantly higher overall
heat transfer coefficients, but it is limited by the capillary force
and by the onset of bubble nucleation. Clearly, there must exist a
set of properties that will optimize the overall heat transfer capa-
bilities in wick structures investigated here. In order to find the
capillary limitation and the boiling limitation, the detailed distri-
butions of temperature and pressure in wicks have to be first de-
termined. Analogous to the actual heat pipe wick, fluid enters the
wick from the side, and is pumped toward the mid-plane of the
wick due to the capillary pumping force, as shown in Fig. 2. One
of objectives in designing a wick structure for the evaporating
region of a high heat flux heat pipe is to determine a set of geo-
metric parameters that encourages thin film evaporation at the top
surface of the wick. In defining the top surface boundary condi-
tion, it is thus assumed that phase-change heat transfer occurs
only at the top surface of the sintered porous medium. It is then to
determine what set of parameters could lead to such a condition
for the largest anticipated heat flux input. Owing to the small size
of the wicks investigated here and to the relatively small flow
rates of the working fluids through the wick, the Darcy Modified

Fig. 2 Schematic of two-dimensional fluid flow and evaporation in a sintered wick struc-
ture
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Rayleigh number, Ra5KgbHDT/a fn f is less than 40 for the
range of configurations considered herein. Since the Nusselt num-
ber due to the convection is less than 1 for these small Rayleigh
values, it is reasonable to assume that the contribution of convec-
tion to the overall thermal transport may be neglected@16#. Be-
cause, by assumption, evaporation occurs only at the liquid-vapor-
solid interface on the top surface, the flow in the wick is all
single-phase liquid, and use of the area-averaged velocity, i.e.,

u5
1

DyDz E0

DZE
0

DY

uPdydz (15)

in lieu of the actual local velocity of the fluid is appropriate. Using
the area-averaged velocity technique, invoking Darcy’s Law, and
introducing a buoyancy effect term to account for thermally in-
duced flow in the vertical direction, the momentum equations for
the system are

u52
Kp

m

]P

]x
(16)

v52
Kp

m F]P

]y
2r fgb~T2Tsat!G (17)

Additional assumptions include constant property values except
the wick effective conductivity, since it depends on the porosity.
With these assumptions and the continuity relation within the
wick, the governing equations describing the temperature distri-
bution and pressure profile in wicks can be written as

¹2T50 (18)

]

]x S r
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]x D1
]

]y S r
]P

]y D5r fgb
]

]y
~r~T2Tsat!! (19)

It should be noted that in the development of the Darcy flow
model, it is assumed that viscous effects are negligible and a slip
condition must accordingly exist between each solid particles and
the fluid. For high velocities, the slip condition no longer holds
true. In these cases an additional friction term can be added as an
extension to Darcy’s law, i.e.,

r l@~V•¹!V#52¹P2
m

K
V (20)

With the appropriate boundary conditions, Eqs.~18! and~19! can
be readily solved for the temperature distribution and pressure
distribution.

Experimental System and Procedure
In order to determine if a set of wick parameters exists for

which the thin film evaporation condition may be established at
the top surface, thus providing a maximum evaporating heat trans-
fer coefficient as the forgoing discussion, the experimental system
shown in Fig. 3~a!was established. The setup consisted of a ma-
chined copper housing, to which a sintered porous wick sample
was attached shown in Fig. 3~b!, a reservoir for the liquid supply,
a data acquisition system for the temperature measurement, and a
personal computer. Attached to the copper housing were barbed
hose fittings that enabled plastic tubing to be used to connect the
housing with a spigot on a large rectangular tank, which served as
the reservoir for the working fluid. By adjusting the height of the
tank, the surface height of the working fluid could be manipulated
to cause the working fluid to flood the copper housing to the point
where the fluid surface was leveled with the top surface of the
wick sample. The liquid level maintained during the experiment
because the liquid-vapor surface area of the tank was many times
greater than the liquid-vapor surface area of the wicks tested.

A special mounting stand was manufactured from Lexan poly-
carbonate sheet to enable the heater to be firmly applied to the
base of the copper housing. A thermally conductive paste was
used at the interface between the copper heater and the copper

housing to reduce the effects of contact resistance between the
two components. Thermocouples were implemented to monitor
the temperatures of the top and bottom surfaces of the sintered
wick structure as well as the ambient temperature and outer heater
surface temperatures, which were connected in differential mode
to a cold junction compensated IO/Tech Personal DAQ56. In or-
der to measure the interfacial temperature, a small groove was

Fig. 3 „a… Schematic of the experimental system; „b… test sec-
tion; and „c… solid model of the heater fabricated for experimen-
tation „cylinder diameter is 2.54 cm, top surface is 1 Ã2 cm2,
and length of rectangular neck is 2 cm …
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machined in the base of the sintered porous medium, where the
thermocouple tip was mounted using Omegabond® 100 epoxy.

The sintered porous wick sample was fabricated from 100
Mesh, 99.99% pure copper particles prepared based on the recom-
mended sintering temperature and time ranges of 840–900°C and
12–45 minutes@17#. Since the thermal and fluid transport proper-
ties of a sintered porous medium can vary significantly between
identically prepared samples, it was difficult to isolate the thick-
ness effect using multiple samples. Thus, an alternative method
was proposed wherein a single, somewhat thick sample, was pre-
pared for the testing process. Once testing had been completed on
the initial sample, the thickness was decreased by removing layers
of the sintered copper particles to allow for subsequent testing and
the isolation of the thickness effect.

In order to achieve a heat flux as high as 1.0 MW/m2, a special
pure copper block wrapped by a Minco BB010047 bar heater was
designed and fabricated. The heater was well insulated to reduce
the effects of heat loss from the heating elements. To obtain a
uniform heat flux added on the wick structure, the copper block
was analyzed by means of the ALGOR heat transfer analysis soft-
ware. In establishing the desired level of uniformity of the heat
flux at the contacting surface, the copper block with a top contact
surface of 132 cm2 and a rectangular neck length of 2 cm, as
shown in Fig. 3~c!, was fabricated.

A voltage transformer was used to alter the electrical power into
the resistive heating element. The voltage and current into the
heater was monitored using a digital multi-meter. The tempera-
tures of the base and top surface were monitored using the strip
chart and digital display features in the DAQView software. When
the steady-state temperature was reached for a given power level,
the temperature readings of all thermocouples were recorded. The
steady-state temperature was defined as the temperature for which
less than one degree of change was observed for 5 minutes of
continuously applied heat. Once the steady state temperature read-
ings for a given heat rate were recorded, the power was increased
in steps of 5 to 10 W and the process was repeated.

Multiple tests were run for each thickness value tested. After
the range of heat input values of interest had been tested multiple
times, several layers of copper particles were scraped from the top
surface of the wick. Once the particles were removed from the test
container, the new thickness of the wick was measured and re-
corded, and the steady state test process was repeated. While the
test housing and heater were well insulated, some heat losses due
to the combined effects of radiation and natural convection were
inevitable. Calculations for the amount of nonevaporative heat
loss based on outer insulation temperatures indicated that the loss
was equal to 2–5% of the total heat added on the heater.

Numerical Calculation Procedure
Based the experimental investigation specially designed for the

two-dimensional physical model shown in Fig. 1, the two-
dimensional model, shown in Fig. 2, was employed. Owing to the
symmetry, only half of the model was used to calculate the pres-
sure and temperature distributions. The boundary conditions ex-
cept for the top surface were expressed as follows

q950 and
]P

]x
50 at x50 and yP@0,H# (21)

q950 and P5Pv at x5L/2 and yP@0,H#
(22)

q950,
]P

]y
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xP@Lh/2,L/2#

q95qin9 52k
]T

]yU
y50

,
]P

]y
50 at y50 and

xP@0,Lh/2#

6 (23)

At the top surface, thin film evaporation occurs and vapor departs
from the wick. Considering Eq.~1! due to the thermal resistance
across the thin liquid film, the temperature on the top surface can
be determined as

Tuy5H5Tsat~Pv!1
Qp

2pr pkl*0
1026 1

d
ds

(24)

Once the temperature distribution in the wick is obtained, one can
determine the heat flux into the top surface boundary. For steady-
state heat transfer, the heat entering the boundary elements
through heat conduction must be rejected via phase-change heat
transfer at the top surface, i.e.,

2keff

]T

]y
~1•dx!5ṁlhf g at y5H and xP@0,L/2#

(25)

where a segment of the top surface of unit depth and width,dx, is
considered. With a mass balance relation for the segment,ṁl
5rLv l(dx•1), and the Darcy flow equation,v52K/m]P/]y,
the top surface boundary condition for Eq.~19! can be found as

]P

]y
5

m

K S keff

r lhf g

]T

]y D at y5H and xP@0,L/2# (26)

Once the energy equation with the required boundary conditions
was solved, the temperature distribution was used to determine the
temperature gradient and the heat flux across the liquid-vapor in-
terface at the top surface of the wick. With the top surface bound-
ary condition specified, the pressure distribution was then calcu-
lated. The top surface pressure on the vapor side of the meniscus
was then determined using the Laplace-Young relation. The satu-
ration temperature being a function of pressure was next found for
the vapor side of the meniscus for each grid point in the wick.
Using Eq. ~14! and starting with an artificially large heat input
value, the critical superheat was calculated for each grid point and
compared to the local superheat for the onset of bubble nucle-
ation. If the superheat at any point in the wick exceeded the criti-
cal superheat, the heat flux was reduced and the process re-started.
After several repetitions, the applied heat flux was finally reduced
to the one that every point in the grid remained below the local
superheat for bubble nucleation. At that point, the maximum al-
lowable heat flux without bubble nucleation was bounded. Once
the heat flux for the nucleate boiling limit was determined for a
given wick parameter set, one parameter value, the wick thickness
for example, was increased or decreased and the entire process
was repeated.

As the thickness, for example, is reduced, the cross-sectional
area for fluid flow is subsequently reduced. For a given heat flux
input value, assuming all other properties held constant, a de-
crease in the wick thickness results in an increase in both the
liquid flow velocity and the pressure drop through the wick. The
capillary pumping pressure must be large enough to compensate
for the liquid pressure drop in the wick as well as those occurring
along the rest of the working fluid flow path. If the total liquid
pressure drop exceeded the capillary limit defined by Eq.~10!, the
heat flux was reduced and the process re-started. Once the capil-
lary limit was obtained for a given condition, the entire process
was repeated. Once both the nucleate boiling and capillary pump-
ing heat transport limits had been obtained for a given thickness,
the lesser of the two calculated heat transfer was accepted as the
active dryout threshold.

Results and Discussion
Unless stated otherwise, the parameter values for each of the

studies below were as follows: working fluid—water;r p
50.635 mm;L550.8 mm;LH510 mm; «543%. Because of the
difficulty in determining the onset of nucleate boiling in the wick
and thin film evaporation on the top surface of the wick, the
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experimental data were obtained by the temperature difference
between the base~bottom surface!and the top surface as a func-
tion of heat flux for a given wick including a known wick thick-
ness, and continuously from the single-phase flow with the thin
film evaporating on the top surface to the two-phase flow with the
nucleate boiling in the wick.

Experimental results describing the relationship between wick
thickness and temperature drop across the sintered wick are pre-
sented in Fig. 4 by plotting the dimensionless temperature defined
by u5Tb2Tsat/Tsat, whereTb is the bottom surface~base!tem-
perature, andTsat is the saturation temperature corresponding to
the local atmospheric pressure, equal to 743 mm Hg. As the heat
flux increased, as shown in Figs. 4 and 5, the temperature drop
across the wick increased. When the heat flux was increased to
some value between 50 and 200 kW/m2 for the range of wick
sizes tested, the heat flux necessary for bubble nucleation was
reached, which could be visually observed. Due to the bubble
formation, the region of the wick directly above the heat applica-
tion zone became saturated with vapor thus blocking the re-
entrance of liquid to the center of the wick, and thin film evapo-
ration on the top surface of wick no longer existed. As a result, for
the heat flux level higher than approximately 200 kW/m2, the
slope of the dimensionless temperature,u, versus the applied heat
flux, q9, was highly linear resulting in a significant decrease of the
evaporating heat transfer coefficient shown in Fig. 6. This phe-
nomenon was particularly pronounced for the thinner wick thick-
ness values. It can be concluded that thin film evaporation plays

an important role for the maximum evaporating heat transfer co-
efficient. The evaporation at the liquid-vapor-solid interface, i.e.,
at the top surface, of the sintered wicks can optimize the thin film
evaporation.

Achieving thin film evaporation on the top surface of wick
means the vaporization occurs only on the top surface of wick,
and a single-phase flow exists in the wick, which is also the basis
for the numerical model developed herein. Clearly, the model pre-
sented in the paper cannot predict the results shown in Figs. 4, 5,
and 6, where the two-phase flow existed already in wicks when
the heat flux level was higher than approximate 200 kW/m2. Uti-
lizing the highest evaporating heat transfer coefficient obtained for
each wick, which occurred when the heat flux was equal to some
value between 50 and 200 kW/m2 for the range of wick sizes
tested, the relationship between the maximum evaporating heat
transfer coefficient and wick thickness was presented in Fig. 7 and
compared with the numerical prediction. While the theoretical
prediction was higher than the experimental data, the comparison
provides insight regarding the importance of thin film evaporation
in maximizing evaporating heat transfer coefficient, and it illus-
trates how failing to establish a thin film evaporation condition
results in a significant decrease in the evaporating heat transport
capability.

Fig. 4 Wick thickness effect on the temperature drop „r b
Ä0.635 mm; «Ä43 percent; L HÄ0.01 m; working fluid Äwater…

Fig. 5 Heat flux level effect on the temperature drops „r b
Ä0.635 mm; «Ä43 percent; L HÄ0.01 m; working fluid Äwater…

Fig. 6 Wick thickness effect on the evaporating heat transfer
coefficients „r bÄ0.635 mm; «Ä43 percent; L HÄ0.01 m; working
fluidÄwater…

Fig. 7 Comparison of the calculated results with the experi-
mental data „r bÄ0.635 mm; «Ä43 percent; L HÄ0.01 m; working
fluidÄwater…
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As discussed previously, achieving thin film evaporation on the
top surface of wicks is limited by the liquid pressure drop and
superheat for the onset of bubble nucleation. The numerical simu-
lation results, as shown in Fig. 8, indicate that the boiling limit is
always less than the limit determined by the capillary pumping
failure criterion for the wick configurations investigated here,
which has an agreement with the experimental observation. As the
heat flux was increased to some value between 50 and 200 kW/m2

for the range of wick sizes tested, the bubble nucleation was vi-
sually observed. For the range of test wicks, the capillary limit
was never reached, even with the maximum heat flux of 1.0
MW/m2 available from the experimental system. Clearly, the
bubble nucleation defined by Eq.~14! is the primary limit affect-
ing the evaporating heat transfer coefficient for the sintered po-
rous media investigated herein.

As shown in Fig. 9, when the wick thickness was decreased
from 6 mm to 0.25 mm, the dimensionless temperature difference
between the base and the top surface decreased considerably, in-
dicating a dependency on the wick thickness for a given porosity
and particle size. Numerical results, shown in Figs. 10, 11, and 12,
all indicate that there exists an optimum wick thickness for maxi-
mum heat flux, which depends on the particle radius, the porosity,
and the entry length,L2Lh/2. Results shown in Fig. 10 indicate
that when the particle radius decreases, the optimum thickness
increases. The effect of porosity on the optimum wick thickness is
shown in Fig. 11. Based on the results of Figs. 10 and 11, it is

concluded that, if it is possible to decrease the bead radius while
maintaining a constant porosity, the bead radius should be as
small as possible. The impact of these results is that thicker wicks,
which are more readily manufactured and assembled into heat
pipes, can provide heat removal capabilities equivalent to the
more delicate, thin wicks. For wick thicknesses small enough that
the capillary limit becomes dominant, as shown in Fig. 12, the
model predicts that shorter entry lengths will yield larger dry-out
heat fluxes. Results presented here can effectively direct the new
design of high heat flux cooling device. For example, if an evapo-
rating surface for a high heat flux heat pipe is fabricated using the
optimum wick thickness shown in Fig. 10, the simple calculation
from Figs. 7 and 10 indicates that the temperature drop across the
wick is only several degrees for a heat flux of 800 kW/m2.

Conclusions
A theoretical analysis and experimental investigation was con-

ducted to determine that thin film evaporation occurring only at
the top surface of a horizontally oriented wick with localized bot-
tom heating plays an important role in the enhancement of evapo-
rating heat transfer and further that there exists a wick that can
make this occur. When evaporation occurs only at the top surface
of the wick and the effect of bulk liquid on the vapor flow, one of
factors limiting the evaporating heat transfer, is removed, the heat
conduction resistance, capillary pumping pressure, frictional pres-
sure drop, and the onset of bubble formation become primary

Fig. 8 Wick thickness effect on the capillary and boiling limi-
tations „r bÄ0.635 mm; «Ä43 percent; L HÄ0.01 m; working
fluidÄwater…

Fig. 9 Wick thickness effect on the temperature distribution
„r bÄ0.635 mm; «Ä43 percent; L HÄ0.01 m; working fluid
Äwater…

Fig. 10 Particle size effect on the dryout heat flux „L
Ä0.254 mm; «Ä43 percent; L HÄ0.01 m; working fluid Äwater…

Fig. 11 Porosity effect on the dryout heat flux „r b
Ä0.635 mm; «Ä43 percent; L HÄ0.01 m; working fluid Äwater…
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factors determining the maximum evaporating heat transfer in the
sintered wick structure. A two-dimensional model incorporating
the heat conduction, capillary limitation, and the onset of nucleate
boiling was developed to predict the overall heat transfer capabil-
ity in the sintered wick structure. The numerical results show that
it is possible to promote thin film evaporation from the top surface
of a sintered wick by selecting the appropriate particle size, the
porosity, and the thickness. By decreasing the average particle
radius, the evaporation heat transfer coefficient can be enhanced.
Furthermore, there exists an optimum characteristic thickness for
maximum heat removal. In order to verify the theoretical analysis,
an experimental investigation was conducted to determine the ef-
fect of the thin film evaporation at the top surface on the total
evaporation heat transfer in the sintered wick structure. Experi-
mental results show that thin film evaporation plays an important
role in the enhancement of evaporating heat transfer, and evapo-
ration occurring at the top surface, where the thin film regions
were optimized, could reach the maximum evaporating heat trans-
fer coefficient. Results also indicate that the maximum dry-out
heat flux significantly depends on the wick thickness. While the
theoretical prediction was higher than the experimental data, the
comparison provides insights into how thin film evaporation oc-
curring at the top surface of wicks plays an important role for the
maximum evaporating heat transfer coefficient and how failure to
establish a thin film evaporation condition results in significant
decreases in the evaporating heat transport capability. Results of
the investigation will assist in optimizing the heat transfer perfor-
mance of sintered porous media in heat pipes and better under-
standing of thin film evaporation.
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Nomenclature

a 5 constant, 1.5787
A 5 area, m2

b 5 constant, 0.0243
f 5 friction factor

hf g 5 latent heat, J/kg
H 5 thickness, m
k 5 thermal conductivity, W/m•K
K 5 permeability, m2

L 5 length, m
N 5 quantity of units
p 5 pressure, N/m2

pd 5 disjoining pressure, N/m2

q 5 heat flux, W/cm2

Q 5 Heat transfer, W
r 5 radius, m
R 5 gas constant, J/kgK

Ra 5 Rayleigh number
Re 5 Reynolds number

s 5 coordinate, m
T 5 temperature, K
u 5 velocity, m/s
v 5 velocity, m/s
x 5 coordinate, m
y 5 coordinate, m

Greeks

a 5 thermal diffusivity, m/s2

b 5 volume thermal expansion coefficient, K21

d 5 film thickness, m
d0 5 nonevaporating film thickness, m
« 5 porosity
h 5 coordinate, m
m 5 dynamic viscosity, Ns/m2

n 5 kinematic viscosity, m/s2

u 5 dimensionless temperature
r 5 density, kg/m3

s 5 surface tension, N/m
j 5 curvature, m21

Subscripts

c 5 capillary
eff 5 effective

f 5 fluid
H 5 heated
l 5 liquid
p 5 particle
s 5 solid

sat 5 saturation
sp 5 particle surface
v 5 vapor
w 5 wall
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Effect of Fin Geometry on
Condensation of R407C in a
Staggered Bundle of Horizontal
Finned Tubes
Experimental results are presented that show the effect of fin geometry on condensation of
downward flowing zeotropic refrigerant mixture R407C in a staggered bundle of horizon-
tal finned tubes. Two types of conventional low-fin tubes and three types of three-
dimensional-fin tubes were tested. The refrigerant mass velocity ranged from 4 to 23
kg/m2 s and the condensation temperature difference from 3 to 12 K. The measured con-
densation heat transfer coefficient was lower than the previous results for R134a, with the
difference being more significant for smaller mass velocity. The effect of fin geometry on
the condensation heat transfer coefficient was less significant for R407C than for R134a.
The effect of condensate inundation was more significant for the three-dimensional-fin
tubes than for the low-fin tubes. By using the dimensionless heat transfer correlation for
the condensate film that was based on the experimental data for R134a, a superficial
vapor-phase heat transfer coefficient was obtained for condensation of R407C. The vapor-
phase heat transfer coefficient showed characteristics similar to the vapor-phase mass
transfer coefficient that was obtained in the previous study for R123/R134a.
@DOI: 10.1115/1.1560153#

Keywords: Bundles, Condensation, Enhancement, Finned Surfaces, Refrigeration

Introduction

In accordance with the international regulation on HCFCs~hy-
drochlorofluorocarbons!, a number of zeotropic mixtures of HFC
~hydrofluorocarbons! have been developed as a replacement for
R22 that has been widely used as a working fluid of refrigeration
and air-conditioning systems. One of the most promising replace-
ment candidates for R22 is zeotropic mixture R407C~R32/R125/
R134a523/25/52 mass%!. This mixture shows the temperature
glide of about 6 K during the evaporation and condensation pro-
cesses. While this characteristics can be used to improve the ther-
modynamic cycle performance of refrigerating machines, it also
acts to deteriorate the heat transfer performance of evaporators
and condensers.

Horizontal shell-and-tube condensers are commonly used in the
centrifugal refrigerating machines. Various types of finned tubes
with different fin geometry have been developed to enhance shell-
side condensation of pure refrigerants. However, only limited ex-
perimental data are currently available regarding the condensation
of R407C in a bundle of horizontal finned tubes. Gabrielii and
Vamling @1# measured the overall heat transfer coefficient of a
shell-and-tube condenser with R22 and its three replacement can-
didates~i.e, HFC mixtures R404A, R410B, and R407C! as test
fluids. All mixtures showed a decrease in the heat transfer perfor-
mance relative to R22, with the decrease being more significant
for lower heat load. The decrease was most significant for R407C
with the largest temperature glide.

The objective of the present work is to study the effect of fin
geometry on condensation of downward flowing R407C in a stag-
gered bundle of horizontal finned tubes. Two types of conven-
tional low-fin tubes and three types of three-dimensional-fin tubes
are tested. The results are compared with previous results for

R134a@2# obtained by using the same experimental apparatus and
those for R123/R134a@3# condensing in a staggered bundle of
four types of low-fin tubes.

Experimental Methods

Apparatus and Procedure. The experimental apparatus,
which consisted of a natural circulation loop of refrigerant R407C
and forced circulation loops of hot water and cooling water, is
schematically shown in Fig. 1. Hot water was supplied to the
shell-side of a shell-and-tube evaporator from an electrically
heated water tank. R407C liquid returning to the evaporator
flowed through the tubes counter-currently and completely evapo-
rated. The test section, shown schematically in Fig. 2, was a 3315
~columns3rows!staggered bundle of horizontal finned tubes
made of copper. The odd rows consisted of three active tubes and
the even rows consisted of two active tubes and dummy half tubes
on the sidewalls. The horizontal and vertical tube pitches were 26
and 25 mm, respectively. The tube bundle was assembled in a
vertical duct with inner dimensions of 783100 mm2.

Five types of finned tubes with different fin geometry were
tested. The dimensions of the test tubes are listed in Table 1, and
the longitudinal cross-section and close-up of these tubes are
shown in Fig. 3. Tubes A and B had flat-sided annular fins~low
fins!, whereas tubes C–E had three-dimensional fins. Tube C had
pyramid-shape fins. Tube D had saw-tooth-shape fins. Tube E had
a three-dimensional structure at the fin tip that was produced by
the secondary machining of the low fins. Experiments were con-
ducted by using two kinds of test sections. One of the test sections
consisted of tubes A–E. In this test section, tubes B, C, D, and E
were attached at the seventh and tenth rows, ninth and twelfth,
eleventh and fourteenth rows, and eighth and thirteenth rows, and
the other rows consisted of tube A. The other test section con-
sisted of tube A only.

The vapor pressure at the tube bundle inlet was measured by a
precision Bourdon tube gage reading to 3 kPa and a Fortin barom-
eter. The local vapor and condensate temperatures just upstream
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and/or downstream of each row were measured by T-type thermo-
couples inserted in the test section. A shield and a gutter were
attached just above and below the thermocouples that were used
for the measurements of vapor and condensate temperatures, re-
spectively. The hot water temperatures at the inlet and outlet of
evaporator were measured by K-type thermocouples inserted in
the mixing chambers. The cooling water temperatures at the inlet
and outlet of each tube row were measured by two-junction T-type
thermopiles inserted in the mixing chambers. The thermocouple
and thermopile outputs were read consecutively ten times and
recorded by a programmable data logger to 1mV for the thermo-
couples and to 0.1mV for the thermopiles, respectively, and the
average values were adopted as the experimental data. The tube
wall temperature was measured by a resistance thermometry. All
test tubes and a standard resistor of 1 mV were connected in series
to a 50 A DC current supply to measure the voltage drops. The
voltage drops were read consecutively ten times and recorded by
the data logger to 0.1mV. In order to avoid the effect of parasitic
voltage, half of the readings were conducted after reversing the
DC current and the average values were adopted as the experi-
mental data. The hot water flow rate was measured ten times by a
volumetric flow meter with the accuracy of 0.5% RD. Then the
mean value was adopted as the experimental data. The cooling
water flow rate for each tube row was measured by an orifice and
an inverse U-tube manometer reading to 1 mm.

The local composition of refrigerant vapor in the tube bundle
was measured by a gas chromatograph. Sampling probes made of
a 1.5-mm-o.d. stainless steel tube were inserted just upstream of
the odd rows. A shield was attached just above the tip of the probe
to avoid sampling of condensate. The probes were connected to
buffer tanks of the gas chromatograph via small containers for
storing samples. Stop valves were attached to the tubing at the
inlet and outlet of each container. The tubing was heated to pre-
vent condensation of vapor. Before sampling the vapor, the valve
at the inlet of each container was closed and the tubing was evacu-
ated using a vacuum pump. Then the valve at the outlet of the

container was closed and the gas sample was introduced into each
container by opening the valve at the inlet. Then the valve at the
inlet was closed. The gas samples were introduced to the buffer
tanks just before the measurement started. Assuming a linear re-
lation between the sampled mass and the peak area of chromato-
gram for each component, equations for the relation between the
mass fractions of R134a, R125, and R32 (yv,134a, yv,125, and
yv,32) and the peak area ratios of the chromatogram were obtained
by using the gas sample of R407C.

Preliminary experiments were conducted to obtain calibration
curves for the temperature versus e.m.f. relations of thermo-
couples and thermopiles, the temperature versus resistance rela-
tions of test tubes, the heat loss to the environment from the
tubing between the inlet and outlet mixing chambers of each tube
row Ql and the sum of heat losses to the environment from the
evaporator, vapor supply duct and test sectionQlt . The thermo-
couples and thermopiles were calibrated by using a temperature
controlled water bath and a platinum resistance thermometer with
an accuracy of 0.03 K. For the measurement of temperature versus
resistance relation, the test section was evacuated using a vacuum
pump to minimize heat loss from the tube surface. Then water at
a prescribed temperature was passed through the test tubes. The
water flow rate was kept at a high value so as to minimize the
temperature drop of water between the inlet and outlet mixing
chambers~,0.05 K!, and the wall temperature was assumed to be

Fig. 2 Cross-sectional view of test section

Table 1 Dimensions of test tubes

A B C D E F* G*

p (mm) 0.96 1.30 0.71 0.70 0.96 0.96 0.50
h (mm) 1.38 1.29 0.87 0.95 1.11 1.43 1.41
t (mm) 0.45 0.48 ¯ ¯ ¯ 0.33 0.17
u ~rad! 0.104 0.065 ¯ ¯ ¯ 0.082 0
d (mm) 18.8 18.7 18.7 18.5 18.5 15.6 15.6
di (mm) 14.3 14.6 15.4 15.5 14.3 11.2 11.4

*Used in the previous study for R123/R134a

Fig. 1 Experimental apparatus
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equal to the average value of the measured water temperatures.
For the measurement ofQl , the water flow rate was kept at a low
value so as to obtain a relatively large water temperature variation
between the inlet and outlet mixing chambers~<0.2 K!. The value
of Ql , which was obtained from the flow rate and temperature
variation of water, was plotted as a function of the temperature
difference between the water and the ambient air. The maximum
value ofQl was 12 W at the temperature difference of 20 K. For
the measurement ofQlt , the refrigerant loop was shut at the outlet
of the test section by using a brass plate. The valve at the inlet of
evaporator was also closed. Then hot water was supplied to the
shell side of evaporator. After a steady state was reached, the
temperatures of vapor in the test section and ambient air were
measured. The temperature difference between the vapor and am-
bient air increased almost linearly with the heat input to the
evaporator. It was found that the heat loss was less than 350 W for
the experimental conditions described below.

Experiments were conducted at the inlet vapor temperature
Tv, in of about 313 K. This corresponded to the inlet vapor pressure
Pin of about 1.74 MPa. The refrigerant mass velocityG ~based on
the duct cross-section! was changed in four steps~about 4, 8, 16,
and 23 kg/m2 s! by changing the power input to heaters installed
in the hot water tank~about 5, 10, 20, and 30 kW!. The conden-
sation temperature differenceDT5Tv2Tw was changed in four
steps~about 3, 5, 8, and 12 K!, whereTv is the local vapor tem-
perature andTw is the arithmetic mean of wall temperatures at the
fin root for two or three active tubes in the same horizontal row.
The effect of condensate inundation rate on the heat transfer per-
formance of the test tubes was studied by changing the number of
upper tube rows through which the cooling water was passed.

Data Reduction. The average heat fluxq and the average
heat transfer coefficienta of a horizontal row are respectively
defined on the projected area basis as

q5~Q1Ql !/kpdl (1)

a5q/DT (2)

where Q is the heat transfer rate for a horizontal row,k is the
number of active tubes in a horizontal row~52 or 3! and l
(5100 mm) is the effective tube length. The value ofQ is ob-
tained from the following equation:

Q5Wccw~Tc,out2Tc, in! (3)

whereWc is the flow rate of cooling water,cw is the specific heat
of water, andTc, in andTc,out are the cooling water temperatures in
the mixing chambers at the inlet and outlet of each horizontal row,
respectively.

The value ofG is obtained from the following equation:

G5~Qh2Qlt !/ bhlg1cpl~Tsat2Tl , in!cA (4)

whereQh is the heat input to the evaporator,hlg is the specific
heat of evaporation,cpl is the specific heat of liquid,Tsat is the

saturation temperature,Tl , in is the liquid temperature entering the
evaporator andA is the cross sectional area of test section without
tubes. The value ofQh is obtained from

Qh5Whcw~Th, in2Th,out! (5)

whereWh is the flow rate of hot water, andTh, in andTh,out are the
temperatures of hot water in the mixing chambers at the inlet and
outlet of evaporator, respectively.

The heat balance for thenth row is written as

GA@hvx1hl~12x!#n5~Q1Ql !n1GA@hvx1hl~12x!#n11
(6)

where x is the quality,hl and hv are the specific enthalpies of
falling condensate and bulk vapor, respectively, and subscriptn
for the refrigerant denotes the condition just upstream of thenth
row.

The vapor-liquid interfacial temperatureTi was obtained from
the following equation:

q5as~Ti2Tw! (7)

whereas is the heat transfer coefficient for the condensate film.
The value ofas was estimated by using a dimensionless correla-
tion of the form

as /aNu5 f ~Rev ,Ref ! (8)

whereaNu denotes the prediction of the Nusselt@4# equation for a
horizontal smooth tube, Rev5§Gd/mv is the vapor Reynolds num-
ber at the tube bundle inlet based on the minimum flow cross-
section, Ref is the film Reynolds number based on the condensate
flow rate at the tube bottom for one side of a tube,z is the ratio of
the maximum and minimum flow cross-sections, andmv is the
dynamic viscosity of vapor. The value of Ref was obtained by
assuming a gravity drained flow for the falling condensate. The
correlation Eq.~8! was determined for each tube row based on the
experimental data for R134a@2#. The agreement of measuredas
for R134a with the correlation was within 7%.

In principle, it is possible to estimate the vapor-phase mass
transfer coefficient from the measured data if we assume saturated
conditions for the bulk vapor and at the vapor-liquid interface.
However, uncertainty of the estimated mass transfer coefficient
was large, because the row-by-row variation ofyv was small.
Thus we will discuss the characteristics of vapor-phase mass
transfer by using a superficial heat transfer coefficient for the va-
por phaseav defined by

av5q/~Tv2Ti ! (9)

The pressure drop in the tube bundle was obtained from the fol-
lowing equation@3#:

Pn115Pn1 b~Gx!2/rvcn2 b~Gx!2/rvcn1122cDz2b~Gx!2/rvcm
(10)

wherecD is the drag coefficient obtained from the experimental
data for R123. The calculated value of the pressure drop was less

Fig. 3 Close-up and cross-sectional views of test tubes
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than 0.02% of the inlet pressure. In the data reduction, the ther-
mophysical properties of R407C were obtained from REFPROP
Version 6.0@5#.

Uncertainty Analysis. According to Moffat @6#, the uncer-
tainty in the result of a calculationR based on a number of mea-
surementsXi , UR is obtained from

UR5F(
i 51

N S ]R

]Xi
BXi D 2

1(
i 51

N S t95

]R

]Xi
SXi D 2G 1/2

(11)

whereBXi is the bias limit ofXi , SXi is the precision index of the
mean ofXi , Xi is the ith variable in the measurements, andt95 is
the Student’s multiplier at the 95% confidence level. TheSXi is
given by

SXi5F(
j 51

N
~Xi j 2Xim!2

N~N21! G 1/2

(12)

whereN is the number of observations andXim is the mean value
of Xi . SinceN510 for the present experiment,t95 is 2.262.

A sample uncertainty calculations ofG, anda and av for the
first row are presented here for the case ofG58 kg/m2 s and
DT53 K. The measured and estimated values relevant to the un-
certainty calculation are as follows:Wh50.827 kg/s,SWh51.9
31023 kg/s, BWh54.131023 kg/s ~0.5% of Wh), Wc53.82
31022 kg/s ~corresponds to the static head of 160 mm!, SWc

53.3431024 kg/s, BWc51.1431023 kg/s ~3% of Wc), Th, in
2Th,out53.28 K, STh, in50.002 K, STh,out50.004 K, BTh, in
5BTh,out50.1 K, Tc,out2Tc, in52.62 K, STc, in50.003 K, STc,out
50.004 K, BTc, in5BTc,out50.1 K, DT5Tv2Twm53.00 K, Tv
2Ti51.78 K, Ti2Tw51.22 K, STv50.003 K, STw50.081 K,
BTv50.1 K, BTw50.15 K, Qh511.33 kW, Qlh5301 W, Q
5422.2 W andQl59 W. SinceWc is measured only once,SWc
is not available. ThusSWc is assumed to be equivalent to 2 mm of
static head reading. Substituting these values into Eq.~11! for G
anda yields UG/G50.044 andUa/a50.099, respectively.

SubstitutingTi obtained from Eq.~7! into Eq.~9! and rearrang-
ing yields

av5F 1

a
2

1

as
G21

(13)

Thus the relative uncertaintyUav /av is written as

Uav

av
5F S av

a

Ua

a D 2

1S av

as

Uas

as
D 2G1/2

5F S Tv2Tw

Tv2Ti

Ua

a D 2

1S Tv2Tw

Ti2Tw

Uas

as
D 2G1/2

(14)

Considering the accuracy of the correlation foras described pre-
viously, it is assumed thatUas /as50.07. Substituting the mea-
sured and estimated values ofTv2Tw , Tv2Ti , Ti2Tw , Ua/a
and Uas /as into Eq. ~14! yields Uav /av50.240. SinceDT
>3 K for the present experiment, it is supposed thatUa/a<0.1
andUav /av<0.24 for most of the data.

The variation inyv among five measurements using R407C gas
sample was within 0.15%. Thus the uncertainty inyv is estimated
to be less than 0.15%.

Experimental Results and Discussion
Figure 4~a!shows an example of the distributions of the mea-

sured values ofTv , Tl , Tw and the calculated values ofTsat and
Ti in the tube bundle consisting of tubeA, whereTl is the tem-
perature of falling condensate andTsat is the saturation tempera-
ture corresponding toP andyv,k . Due to the temperature glide of
R407C,Tv decreases as condensation proceeds. However,Tv does
not necessarily agree withTsat. This is probably due to the inac-
curacy in the estimated value ofTsat. The condensation tempera-

ture differenceDT is almost unchanged along the bundle depth.
TheTl decreases with increasingn. However,Tl is always greater
than Ti . This is due to the heating of falling condensate by the
bulk vapor. Generally, the relation betweenTl andTi depended on
the values ofn, DT andG. WhenDT andG were large,Tl was
smaller thanTi for n>5. Figure 4~b!shows the distributions of
the measured values ofyv,134a, yv,125, andyv,32, and the calcu-
lated value ofx corresponding to Fig. 4~a!. It is seen that the
concentration of R134a with a higher boiling point decreases as
condensation proceeds, whereas those of R32 and R125 with
lower boiling points increase.

Figure 5 shows the temperature drop of bulk vapor,Tv, in
2Tv , in the tube bundle consisting of tube A plotted as a function
of x with G andDT as parameters. It is seen thatTv, in2Tv is an
almost unique function ofx irrespective ofG andDT. This char-
acteristics may be used to estimate the local vapor temperature in
the tube bundle.

Figure 6 shows the ratio of the temperature drop across the
condensate filmTi2Tw to the condensation temperature differ-

Fig. 4 Distributions of measured and calculated quantities in
the tube bundle

Fig. 5 Variation of Tv ,inÀTv with x
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enceDT, (Ti2Tw)/DT, plotted as a function ofDT. In Fig. 6,
the results for tubes A–E atG516 kg/m2 s are compared. Gener-
ally, (Ti2Tw)/DT increases asDT increases, whereas the differ-
ence among tubes A–E decreases asDT increases. This indicates
that the ratio of the condensate film resistance to the total resis-
tance increases withDT. This is due to the suction effect associ-
ated with condensation, which acts to reduce the vapor-phase
mass transfer resistance@3#. In Fig. 6, previous results for R123/
R134a~>82/18 mass%!condensing on tube F are also shown for
comparison. The fin dimensions and close-up of tube F are also
shown in Table 1 and Fig. 3, respectively. This tube had fin di-
mensions close to those of tube A. The experimental conditions
areTv550°C andG519 kg/m2 s. Comparison of tubes A and F
reveals that the value of (Ti2Tw)/DT for tube F is 62 to 71% of
that for tube A. Thus the ratio of condensate film resistance to
total resistance is much smaller for R123/R134a with a much
larger temperature glide~>21 K! than for R407C with the tem-
perature glide of>6 K.

Figure 7 compares the values ofa for all tubes at the first
condensing row without condensate inundation from the upper
tubes. Figures 7~a–c!, respectively, showa for G54, 8 and 23
kg/m2 s plotted as a function ofDT. Comparison of Figs. 7~a–c!
reveals that the effect ofG is more significant for smallerDT. At
DT53 K, a increases by 67 to 94% asG increases from 4
kg/m2 s to 23 kg/m2 s. This is mainly due to the decrease in the
mass transfer resistance in the vapor phase as a result of increased
vapor shear. AtDT512 K, on the other hand, the increase ina
due to the increase inG is only 8 to 16%. This indicates that the
decrease in the vapor-phase mass transfer resistance due to the
suction effect was much higher than the vapor shear effect. At
G54 kg/m2 s, where the vapor shear effect is smallest,a in-
creases gradually with increasingDT for all tubes. At G
58 kg/m2 s, a increases gradually with increasingDT for tubes A
and C–E, whereas it decreases gradually with increasingDT for
tube B. AtG523 kg/m2 s, where the vapor shear effect is largest,
a decreases gradually with increasingDT for all tubes. In Fig. 7,
the previous results for R134a@2# and the Nusselt@4# equation are
also shown for comparison. Comparison of Figs. 7~b! and 7~c!
reveals that thea value for R134a is not affected so much byG.
As expected,a is smaller for R407C than for R134a, with the
difference being more significant for smallerG. The heat transfer
enhancement as compared to the Nusselt@4# equation increases as
G andDT increases. AtDT55 K, the enhancement ratio for each
tube is in the range of 3.1 to 3.7 and 4.1 to 5.6 atG54 and 23
kg/m2 s, respectively.

Figures 8~a–e!, respectively, show Nu* for tubes A–E atG
523 kg/m2 s plotted as a function of Ref with DT as a parameter,
where Nu* 5a(v l

2/g)1/3/l l is the condensation number. Gener-

ally, the effect ofDT is small. For all tubes, Nu* decreases as Ref

increases. The decrease is more significant for the three-
dimensional-fin tubes C–E than for the low-fin tubes A and B. The
most significant decrease is observed for tube C with the pyramid-
shape fins. It is relevant to note here that the actual value of Ref
for each data point is more or less different from that shown in
Fig. 8, because the condensate flow pattern in the tube bundle is
considerably different from the gravity drained flow model as-
sumed in the calculation of Ref . Thus the experimented data for
each tube show some scatter. In Fig. 8, the previous results for
R134a@2# and the Nusselt@4# equation are also shown for com-
parison. For R134a, Nu* shows a more significant decrease with
increasing Ref than for R407C. As a result, the difference in Nu*
between R407C and R134a decreases as Ref increases. For
R407C, the heat transfer enhancement as compared to the Nusselt
@4# equation increases as Ref increases. At Ref5103, the enhance-
ment ratio ranges from 8.2 to 15 depending on the tube.

Figures 9~a–e!, respectively, show Nu* for tubes A–E atDT
53 K plotted as a function of Ref with G as a parameter. For all
tubes, Nu* increases asG increases. The increase is more signifi-
cant for smaller Ref . At G58 kg/m2 s, the effect of Ref is gener-
ally small. It is interesting to note here that for the low-fin tubes A
and B and the three-dimensional-fin tube E with secondary ma-
chining on the low fins, Nu* increases slightly as Ref increases.
This indicates that the vapor phase resistance is reduced by the
mixing of bulk vapor by the falling condensate. AtG
523 kg/m2 s with the smallest vapor phase resistance, Nu* de-
creases with increasing Ref . Again, the decrease is most signifi-
cant for tube C. In Fig. 9, the previous results for R134a@2# and
the Nusselt equation are also shown for comparison. In the case of
R134a, the effect ofG is negligible for the low-fin tubes A and B.
For the three-dimensional-fin tubes C–E, on the other hand,a
increases slightly asG increases. As was the case of Fig. 7 without

Fig. 6 Variation of „TiÀTw…ÕDT with DT

Fig. 7 Variation of a with DT; first condensing row
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condensate inundation from the upper tubes, the difference ina
between R407C and R134a is more significant for smallerG.

Figure 10~a!compares Nu* for all tubes atG58 kg/m2 s and
DT53 K. Tubes D and E show almost the same and highest Nu* ,
whereas tubes A and B show almost the same and lowest Nu*
~about 70 to 95% of tubes D and E depending on Ref). The dif-
ference among the tubes is relatively large at small Ref and de-
creases with increasing Ref . In Fig. 10~a!, the results for R134a
@2# are also shown for comparison. At Ref5103, the value of Nu*
for R407C ranges from 38 to 58% of that for R134a depending on
the tube. The decrease is most significant for tube E that shows the
highest Nu* for R134a. It is also seen that for R407C, the differ-
ence in the Nu* value among tubes A–E is reduced to about 50%
of that for R134a.

Figure 10~b!shows similar comparison atG523 kg/m2 s and
DT58 K. In this case, tubes D and E show almost the same and
highest Nu* for Ref,2000, whereas tube A shows the highest
Nu* for Ref.2000. The difference among the tubes is more sig-
nificant than the case of Fig. 10~a!. It is also seen that the ratio of
Nu* relative to that for R134a~60 to 66% at Ref5103 depending
on the tube!is larger than the case of Fig. 10~a!. This is due to the

decrease in the vapor phase resistance as a result of the combined
vapor shear and suction effects.

Figure 11 shows the vapor phase heat transfer coefficientav for
all tubes plotted as a function of Rev with DT as a parameter.
Three groups of data with different range of Rev in Fig. 11 corre-
spond to the cases ofG58, 16 and 23 kg/m2 s, respectively. For
each group, the data with the largest Rev correspond to the first
row through which the cooling water was passed and the other
data correspond to the lower condensing rows. Condensation pro-
ceeds as Rev decreases. Except for tube B,av increases asDT
increases. This is due to the suction effect associated with conden-
sation. Similar results have been observed for the vapor-phase
mass transfer coefficient during condensation of R123/R134a in
staggered bundles of horizontal low-fin tubes@3#. For tube B with
the largest fin spacing, the effect ofDT is not clear. This is in
accord with the results shown in Fig. 6, where thea value for tube
B showed a much smaller dependence on the suction than the
other tubes. In Fig. 11, the relation for single-phase heat transfer
@7#, av}Rev

0.6, is also shown for comparison. It is seen that theav
value for the first condensing row follows this relation fairly well.
However, the experimental data for lower condensing rows do not

Fig. 8 Variation of Nu * with Re f ; effect of DT Fig. 9 Variation of Nu * with Re f ; effect of G
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necessarily follow the above relation. It is also seen that, except
for the data for tubes B and E atDT53 K, the av value for all
tubes agrees fairly well with each other. This characteristics is
responsible for the fact that the difference in the Nu* value among
the tubes is much smaller for R407C than for R134a~see Fig. 10!.

It is relevant to compare the present results with the previous
results for R123/R134a@3# condensing in a staggered bundle of
four types of low-fin tubes. In this study, the highesta was ob-
tained by tube G which had fin dimensions close to the optimum
values obtained by the theoretical analysis of film condensation of
R123 in a bundle of horizontal low-fin tubes@8#. This tube
showed thea value about 1.37 and 1.25 times as large as that of
tube F with fin dimensions close to those of tube A atG59 and
35 kg/m2 s, respectively. The dimensions and close-up of tubes F
and G are also shown in Table 1 and Fig. 3, respectively. As seen
from Fig. 6, the ratio of the condensate film resistance to the total
resistance is much greater for R407C than for R123/R134a. Thus,
it is probable that thea value at least 30% higher than that for
tube A will be obtained for R407C by a low-fin tube with opti-
mized fin dimensions.

Conclusion
Row-by-row heat transfer data were obtained for condensation

of R407C in a 3315 staggered bundle of horizontal finned tubes.
Two kinds of low-fin tubes A and B and three kinds of three-
dimensional-fin tubes C–E were tested. All tubes were commer-
cially available. Generally, the three-dimensional-fin tubes
showed a highera than the low-fin tubes when the condensate
inundation rate was small. However, the three-dimensional-fin
tubes were subject to a higher effect of condensate inundation
than the low-fin tubes anda decreased with increasing Ref . The

decrease was most significant for tube C with pyramid-shape fins.
On the other hand, the low-fin tubes were little affected by the
condensate inundation.

Thea increased asG increased. The increase was more signifi-
cant for smaller Ref . The effect ofDT was considerably different
depending onG. While a increased with increasingDT at G
54 kg/m2 s, it decreased with increasingDT at G523 kg/m2 s.
This was due to the combined effects of vapor shear and vapor
suction on the vapor phase mass transfer. For Ref,2000, tube D
with saw-tooth-shape fins and tube E with secondary machining
on the tip of low fins showed almost the same and highesta. For
Ref.2000, on the other hand, the low-fin tube A showed the high-
esta. Comparison with previous results for R123/R134a indicated
that thea value at least 30% higher than that for tube A is ob-
tained by a low-fin tube with optimized fin geometry.

Comparison with previous results for R134a revealed thata
was smaller for R407C, with the difference being more significant
for smallerG. This was due to the increase in the mass transfer
resistance in the vapor phase. By use of the experimental data for
R134a,av was obtained for condensation of R407C. Theav was
correlated fairly well as a function of Rev and DT and its value
was fairly close to each other among tubes A–E. As a result, the
difference ina among tubes A–E was less significant for R407C
than for R134a.

Fig. 10 Variation of Nu * with Re f ; comparison of R407C and
R134a

Fig. 11 Variation of av with Re v
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Nomenclature

A 5 cross-sectional area of duct~m2!
BXi 5 bias limit of Xi

cw 5 specific heat of water~kJ/kg K!
d 5 tube diameter at fin tip~mm!

di 5 tube inside diameter~mm!
G 5 refrigerant mass velocity based on duct cross-section

~kg/m2 s!
g 5 gravitational acceleration~m/s2!
h 5 fin height ~mm!

hl 5 specific enthalpy of condensate~kJ/kg!
hlg 5 specific heat of evaporation~kJ/kg!
hv 5 specific enthalpy of vapor~kJ/kg!

l 5 effective tube length~mm!
N 5 number of measurements

Nu* 5 condensation number5a(v l
2/g)1/3/l l

P 5 vapor pressure~Pa!
p 5 fin pitch ~mm!
Q 5 heat transfer rate~W!

Ql 5 heat loss from cooling water tubing between inlet and
exit mixing chambers~W!

Qlt 5 sum of heat losses from evaporator, vapor duct and
test section~W!

q 5 average heat flux of a horizontal row~W/m2!
R 5 result of a calculation based on a number of measure-

ments
Ref 5 film Reynolds number based on gravity drained flow

model
Rev 5 vapor Reynolds number5uvd/vv
SXi 5 precision index of the mean ofXi
Tc 5 cooling water temperature~K!
Th 5 hot water temperature~K!
Ti 5 vapor-liquid interfacial temperature~K!
Tl 5 liquid temperature~K!

Tsat 5 saturation temperature~K!
Tv 5 vapor temperature~K!
Tw 5 mean tube wall temperature at fin root for a horizon-

tal row ~K!

DT 5 condensation temperature difference5Tv2Tw (K)
t 5 average fin thickness~mm!

t95 5 Student’s multiplier at 95% confidence level.
uv 5 vapor velocity based on minimum flow cross-section

~m/s!
Wc 5 flow rate of cooling water for a horizontal row~kg/s!
Wh 5 flow rate of hot water~kg/s!
Xi 5 ith variable
x 5 quality ~2!

Greek Symbols

a 5 average heat transfer coefficient of a horizontal row
~W/m2 K!

av 5 superficial heat transfer coefficient for vapor phase
~W/m2 K!

as 5 heat transfer coefficient for condensate film~W/m2 K!
z 5 ratio of maximum and minimum flow cross-sections

of tube bundle~2!
u 5 fin half tip angle~rad!

l l 5 thermal conductivity of liquid~W/m K!
mv 5 dynamic viscosity of vapor~Pa s!!
v l 5 kinematic viscosity of liquid~m2/s!
rv 5 density of vapor~kg/m3!
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Melting of a Wire Anode Followed
by Solidification: A Three-Phase
Moving Interface Problem
A fine metallic wire electrode is heated from below (by an electric discharge) causing
melting and roll-up into a ball by surface tension. After the heating is terminated, a
solidification front progresses through the melt until a solid ball is formed and cooled to
ambient conditions. In this paper we numerically simulate the heating, melt motion and
roll up and subsequent cooling and solidification. This is a three-phase problem (solid,
liquid, and the ambient medium—plasma/gas) with two simultaneously moving phase
interfaces, the outer one tracked by orthogonal grid generation conformal with the evolv-
ing boundary surface at each time interval. A novel observation in this study is that the
wire end first drops until the melt radius equals the wire radius and then it begins to roll
up into a ball consuming the wire. In other words, the inter-electrode gap first reduces
and subsequently increases during an electronic flame off (EFO) discharge heating/phase-
change process.@DOI: 10.1115/1.1576811#
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1 Introduction
In the assembly of microelectronic chips, the most reliable

means to connect the circuitry in the chip to terminals that connect
with an external device is by a process in which a low energy
plasma discharge~called an electronic flame off or EFO! is used
to heat and melt the end of a very fine~25 mm diameter!wire
~anode!. The liquid metal surface tension causes the molten metal
to roll up into a ball whereupon the discharge is terminated and
the melt cools and solidifies. The ball so formed is pressed down
on a bond pad of a chip with some heat and ultrasonic power to
form a ball bond.

It is important to be able to numerically simulate this process to
aid in optimization. The development of the discharge from the
high voltage pre-breakdown through the ionization avalanche and
current growth to stabilization and steady state aspects of this
problem has been treated by Qin et al.@1#. Here we concentrate
on the heat transfer to the anode, phase-change, melt motion, and
then cooling and solidification. This is a transient three-phase
problem and the motion of the phase boundaries is of particular
interest because concentricity, sphericity, and solidity of the ball
formed are all factors in the quality of the ball bond.

The governing fluid and transport equations are solved numeri-
cally in an orthogonally discretized domain. A heat capacity
method is used to account for phase-change at the melting and
solidifying interfaces. Special procedures are adopted to account
for the moving free-surface of the ball. These include regeneration
of the grid at each time instant. At all instants a bounding coordi-
nate line coincides with the mobile free-surface. Results include
the melt shape evolution in time and the temperature distribution
in the anode. A similar methodology is applied to study the solidi-
fication of the molten ball once the discharge is terminated. Re-
sults presented include the temperature distribution, and the loca-
tion of the moving phase-change interface.

2 Literature Review
A comprehensive review of early free-surface flow modeling

has been provided by Yeung@2#. More recent studies have been
presented in@3# and@4#. Numerical methods for moving boundary

problems have been described in@5#, and modern mathematical
modeling of melting, solidification, and freezing processes has
been presented in@6# and@7#. The steady state free-surface track-
ing problem in an orthogonal coordinate system has been ana-
lyzed using a finite difference solution of the stream-function-
vorticity formulation for the Navier-Stokes equation in@8#. The
unsteady version of this method has been presented in@9#.
Trygvaason and co-workers@10,11# have described a front-
tracking method for multiphase flow and dendritic solidification.

With regard to phase-change problems, both finite difference
methods@12,13# and finite element methods@14# have been ap-
plied to obtain solutions of phase-change problems with a moving
interface. Structured and unstructured meshes with a compatible
set of finite volume procedures have also been employed in@7#
and@15#. A time variant mesh or a fixed-mesh approach have been
used. In the time-variant mesh method of@14#, the mesh is regen-
erated at each time step to account for the moving phase-change
interface. In the fixed mesh method of@16#, the latent heat of
fusion is usually absorbed into the material’s specific heat
~equivalent specific heat model! or enthalpy~enthalpy model!, but
this introduces a severe nonlinearity in the material property. The
enthalpy method, proposed in@17#, treats the enthalpy as an addi-
tional variable. The equivalent specific heat model of@12# and
@16# superimposes the latent heat effect on the specific heat of the
system over a small temperature interval (2DT) which acts as a
range of temperature over which the phase-transition takes place.
This introduces a severe nonlinearity in the specific heat and the
choice ofDT becomes crucial for convergence and prevention of
oscillatory solutions. An effective algorithm that is insensitive to
the choice ofDT has been presented in@16# which is the method
chosen for this study. For the problem of anode melting and mo-
tion of the free surface, we have chosen a Lagrangian method
since explicit tracking of the moving interface between the arc and
melt is desired. On the other hand, an Eulerian method is used to
simulate the moving phase-change interface between the melt and
the solid regions. This latter choice of an Eulerian method for the
melt line was crucial to the success of the numerical algorithm. An
attempt at a solution with a Lagrangian approach for the melting
was made in the course of the development of this research. Apart
from prohibitive cost of the computation in terms of computa-
tional time ~32 MFLOP increase from 48 MFLOPs in a sample
run!, the overall algorithm was stable only for a very narrow
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choice of convergence parameters in the various iterative proce-
dures and for simple geometries. Here, 1 MFLOP51 million
floating point operations. Since the full problem consisted of time-
dependent geometry, the Lagrangian approach for melting was
abandoned in favor of the Eulerian approach.

References@13# and @18# have described both a simplified
model and experiments for the transient heating of a thin wire
causing the tip to melt, roll-up of the melt, and subsequent solidi-
fication on termination of the arc. The shape of the melt is
analytically/numerically determined assuming equilibrium based
on minimum energy principles. A constant heat flux from the arc
is assumed and is an input parameter for the simulation of the
melting process. The fluid in the melt is assumed static and the
temperature field in the melt is determined by solving the transient
energy equation in a body-fitted coordinate system accounting for
phase-change. The domain is remeshed at each time step. Com-
parisons with scaled-up experimental results are presented. The
experimental results included high-speed motion pictures of the
melting process for large length-scale and time-scale experiments.
~It is very difficult to conduct experiments at the true length scale
that also yield transient temperature data.! Results forequilibrium
shape calculations of the free surface indicate a very small influ-
ence of gravity and Marangoni, i.e, surface tension gradient, ef-
fects. On this basis, Marangoni effects are assumed to be negli-
gible in this study. A more detailed explanation for the negelect of
surface tension gradients in the formulation is included in the next
section.

3 Theory

3.1 Anode Melting and Surface Evolution. For applica-
tions of interest in microelectronic packaging, the typical wire
diameter~the appropriate length scale! is d525.4mm, and with
gold wire in air, the Eo¨tvös number Eo5Drgd2/s'931025,
whereDr, g, ands are the density difference between the two
media, gravitational acceleration, and surface tension, respec-
tively. This indicates that gravity has a negligible effect on the
process compared to surface tension, and it is surface tension
which is the prime cause for motion of the molten layer. Although
surface tension forces are important, surface tension gradient ef-
fects are negligible in this problem. Very briefly, this has to do
with the extremely small radii of curvature that arise~wire radius
;13 mm! and very short times for the process~ball formation
time ;1 msec!as compared with typical problems in which Ma-
rangoni forces play a role. The ratio of surface tension gradient
force to surface tension force may be estimated as:
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over a distance of the wire radius~twice the computed result!.
Viscous forces are a factor of 10 smaller and gravitational forces
are a factor of 103 smaller. In this context, reference may be made
to the study of Liu et al.@19# as an example of the importance of
thermocapillary forces in driving flows and in phase change. The
thermal Marangoni number is defined there by:

Ma5
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dT
DT
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and , (3)

in all cases discussed in Ref.@19#, Ma;1500 or greater. Using the
properties of gold wire as above withm̂55.1331023 kg/ms and
a50.40431024 m2/s, for our problem, Ma50.7 or a factor of

103 smaller than the exemplar problems cited. It is seen that the
inclusion of Marangoni force in our problem would at best intro-
duce a 1% correction to our results. This is the justification for the
neglect of the surface tension gradient force in our formulation.

The velocity field is determined purely by the interaction be-
tween surface tension~s! and viscosity (m̂) of the fluid. The
appropriate velocity scale is, then, the ratios/m̂. Thus the time
scale becomes:dm̂/s, and the pressure scale is:rs2/m̂2. The
nondimensional equations governing the motion of the melt be-
come:

¹•u50,
]u

]t
1u•¹u52¹p1Oh2¹2u. (4)

Hereu andp are respectively the velocity field and pressure in the
melt, respectively. The Ohnesorge number,Oh5m̂/(rsd)1/2, rep-
resents the ratio of the viscous forces to those due to surface
tension@20#. The flow field in the melt has to satisfy thedynamic
or stress-free boundary conditions at the free surface:

t:nn1~p2p0!1sS 1

R1
1

1

R2
D50, t:nt5 0. (5)

Here,t, is the viscous stress tensor in the melt,p2p0 is the static
pressure in the melt in excess of the ambient pressure, (R1 ,R2)
are the principal radii of curvature of the free surface,n is the
local surface normal vector, andt is the local surface tangent
vector. The free surface is also subject to the kinematic boundary
condition,

DRs

Dt
5uuR5Rs

, (6)

whereD/Dt is the material derivative,Rs is the position vector of
any point on the free surface. At the interface between the melt
and solid regions, the flow is subject to the no-slip boundary con-
dition, u"t50 and the normal velocity condition for a melt-solid
interface given by Eq.~10! below.

As noted in@21#, the fluid dynamics of the melt is inherently
coupled to the heat transfer because the fluid volume depends on
the heat flux from the arc at the free surface. This volume in-
creases in time as more of the anode becomes molten. As the free
surface moves, i.e., the anode deforms, and the gap between the
electrodes is modified which affects the arc. Thus the arc problem
becomes coupled to the fluid dynamics and transport of the melt.
Thus the free surface represents an interface that involves a com-
plex interaction between the arc on one side and the fluid dynam-
ics and heat transfer in the melt side. The heat transfer in the melt
is governed by

~rc! l S ]T

]t
1u•¹TD5¹•~k l¹T!, (7)

whereT is the temperature, andc andk are the specific heat and
thermal conductivity, respectively. The subscriptl refers to the
liquid phase. The energy equation is subject to a heat flux bound-
ary condition at the free surface:

2k l¹T•n5qc1qn2qL , (8)

where, qc1qn is the energy flux from the electronic flame off
~EFO! as discussed in@21,22#, andqL is the thermal loss by ra-
diation and natural convection from the free surface.

In @23#, we present an analysis for the steady state EFO respon-
sible for heating and melting the wire anode. The results in terms
of representative charged particle and electron temperature distri-
butions along the wire~symmetry!axis as well as the resultant
heat flux to the wire are provided therein.

The heat transfer in the melt is coupled to the energy equation
in the solid phase through the conditions at the solid-liquid inter-
face:

Ts5Tl5Tm , 2ks¹Ts•n1k l¹Tl•n5r ll~ul2ui !•n, (9)
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r l~ul2ui !•n5rs~us2ui !•n, (10)

where subscripts refers to the solid phase,m refers to melting,n
is the local surface normal vector at the phase-change interface,l
is the latent heat of fusion, andui is the velocity of the moving
phase-change interface. The energy equations are also governed
by the initial and boundary conditions of the phase-change prob-
lem. The boundary conditions for the solid region include losses
due to radiation and natural convection to the ambient from the
lateral surfaces of the anode. The temperature boundary condition
(T5T`) applies at the far end of the anode.

3.2 Solidification of the Melt. With the arc extinguished,
the anode loses heat by conduction along its axis and by radiation
and natural convection from its surfaces.

The velocity field is assumed to be zero in the solid region. In
the melt and the solid wire, the temperature field is governed by
the equations:

~rc!s

]T

]t
5¹•~ks¹T!, ~rc! l S ]T

]t
1u•¹TD5¹•~k l¹T!,

(11)

These two equations are coupled through conditions at the solid-
liquid interface which were given earlier in Eqs.~9! and~10!. The
equations are also subject to boundary conditions~in cylindrical
coordinates!:

Along the end face of the cylinder (0<r<d/2,z5 l w):

T5T`

At the ball surface and curved surface of the cylinder (R5Rs):

2k¹T•n5h~T2T`!1§e~T42T`
4 !

At the axis of symmetry (r 50,0<z< l w):

¹T•n50.

The last condition is just the analyticity boundary condition at the
singular point of the axisymmetric coordinate system. All the di-
mensions are input parameters in the simulation. In the above,T`
is the ambient temperature,h is the convective heat transfer coef-
ficient, e is the emissivity of the material surface, and§ is the
Stefan-Boltzmann constant. The lateral surfaces are taken to lose
heat by radiation and convection, while the end face of the cylin-
der is considered to be at ambient temperature. In the convective
boundary condition, the position vectorRs is used to denote the
anode surface wherein lies the geometric difficulty. The boundary
condition cannot be prescribed in a simple fashion in the axisym-
metric cylindrical coordinate system. This necessitates the genera-
tion of an orthogonal boundary conforming grid system~see@21#
for details!.

The initial conditions applicable for the above set are those that
exist at the instant the arc is extinguished and the anode ceases
melting.

The governing equations are nondimensionalized by the wire
diameterd as the length scale,T` as the temperature scale, and
d2/a5d2(rc)` /k` as the time scale. The variable properties
(rc) and k are nondimensionalized by (rc)` and k` , respec-
tively.

This is a two region problem and is nonlinear, in general, due to
the presence of the unknown location of the moving interface in
the interfacial conditions. Except for simple cases, only numerical
solutions of the problem exist for most practical applications.

Next, we describe the numerical methodology to solve the free
surface, melting and solidification problems using modern com-
putational techniques.

4 Numerical Methodology

4.1 Numerical Methodology for Anode Evolution. The
anode tip melts and rolls up due to surface tension as more and
more energy is deposited at the anode surface by the plasma.

The orthogonal grid generation method~see@21# for details!is
used to discretize the evolving anode domain at each instant of
time. An important consideration in the grid generation process is
the effect of the sharp corners in a cylindrical anode. A real anode
starts with a hooked, jagged edge. In this study, a finite radius of
curvature equal to 0.1 wire diameters is assumed at the end face of
the cylindrical anode in a plane perpendicular to the curved sur-
face of the cylinder. With this assumption, the problem of genera-
tion of an orthogonal grid becomes tractable.

The Navier-Stokes equation and the energy equation are trans-
formed from the axisymmetric physical domain to a rectangular
computational domain. A solution of the nonlinear coupled cova-
riant Laplace equations@24,25#with the prescribed domain coor-
dinates as boundary conditions provides the required mapping of
the physical domain of our wire-plane problem to a rectangular
computational domain:

]
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whereR(r ,z) is the position vector in the (r ,z) coordinate sys-
tem, and the subscriptsb, t, l, r denote the bottom, top, left, and
right domain boundaries, respectively.f is the ‘‘distortion’’ func-
tion of the scaling factors, defined as the ratiohh /hj , in the~j,h!
coordinate system. Here,
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,

whereg11 and g22 are the diagonal components of the covariant
metric tensor. As the distortion functionf involves derivatives of
both the unknown mapping functions (r (j,h),z(j,h)), the grid
generation equations are highly nonlinear and coupled. A finite
volume method and a power-law scheme@26# are used to dis-
cretize the governing equations. Due to the strong nonlinearities,
an iterative algorithm is used for solution. At a given iteration
level, a low relative error tolerance of 1026 is used. A robust
multigrid solver, MGD9V@27,28# is used to solve the nominally
linear equations. The grid error is monitored via the Maximum
Deviation from Orthogonality~MDO! defined as

MDO5max~ u90°2u i , j u!, where

u5cos21S g12

hhhj
D , and g125

]r
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]z

]j

]z
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Here, g12 is the off-diagonal component of the covariant metric
tensor andu i , j is the angle between thej andh grid line at a grid
locationR(r i ,zj ).

The numerical accuracy of the computer programs is tested by
grid generation for simple geometries like an annular sector in a
polar coordinate system. In all cases the grid obtained gave an
MDO<0.5°. For example, for a 41341 grid generated using this
method, MDO50.85° and this represents an orthogonality error of
60.94% apart from the standard discretization error resulting
from the use of central differences to represent first order deriva-
tives in the partial differential equations. This error isO(Dj2)
'1024.

The iterative Semi-Implicit Pressure Linked Equation Revised
~SIMPLER! algorithm of @26# is used to solve the momentum
equation~see also the extension to orthogonal coordinates in@29#,
to general curvilinear coordinates in@30,31#, and to binary sys-
tems in@32#!. The procedure employs a staggered grid where all
the dependent variables except velocities are located at centers of
the finite volumes~discretization units!. The velocities are located
at grid points that lie on the control volume faces. This staggered
arrangement prevents pressure oscillations in the numerical solu-
tion. The algorithm couples the continuity equation with the mo-
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mentum equation and iteratively obtains the correct velocity and
pressure fields such that mass conservation is strictly satisfied.

For the interface motion, primitive variables are used in the
solution of the momentum equation. An explicit implementation
of the kinematic boundary condition of Eq.~6! is used to advance
the free surface at each time step.

As mentioned earlier, the heat flux boundary condition at the
free surface~see equation~8!! couples the plasma model to the
model for the energy and flow of the melting anode. To model this
coupling and the free surface accurately, strict enforcement of the
space conservation law~see@33#! is essential. The space conser-
vation law essentially is a continuity equation for zero fluid ve-
locity in moving volumes. An integral statement of the space con-
servation law is:

D

Dt EV
dV5E

A
ub•dA. (12)

It simply states that a moving material volume is confined by its
bounding surfaces moving at velocityub such that they always
enclose the same material volume. Although this may seem a
belabored point, the inexact nature of computational modeling of
the physics of fluid mechanics necessitates an explicit statement
of this constraint. For example, in a numerical implementation of
integral conservation laws, the integrations are approximated by
assuming velocities at discrete points to be prevailing over an
entire cell surface of the finite volume. This approximation can
lead to errors that propagate and accumulate to significant values
in a moving boundary problem although they are acceptable in
fixed boundary problems. These errors accumulate as mass
sources or sinks and can significantly affect the accuracy, conver-
gence and stability of the numerical algorithm. Here, it is noted
that the space conservation law need not be considered for moving
control volumes if only one set of coordinate lines is moving~e.g.,
vaporization of a fuel droplet! or when grid velocities are equal at
opposite sides of the control volume.

With regard to the phase-change interface, the equivalent heat
capacity method of@16# is used~see below!, and this successfully
avoids grid instabilities that usually arise while explicitly tracking
two interfaces. It may be noted that the explicit tracking of two
interfaces~one for the free surface and one for the phase-change
as required in the present formulation! is a challenging numerical
problem and exhaustive numerical experimentation for the itera-
tive relaxation parameters is required in order to obtain satisfac-
torily convergent solutions.

4.2 Numerical Modeling of Solidification. Following the
procedure described in@16#, the two-region solidification is re-
duced to a one region problem with a jump in the specific heat
over a temperature interval 2DT around the melting point for the
material.

It has been shown@12# that if the heat capacity per unit volume
(rc) is defined as

rc5H ~rc!s , if T,Tm ,

rsld~T2Tm!,

~rc! l , if T.Tm ,

(13)

and

k5H ks , if T,Tm ,

k l , if T.Tm ,

then, the Eqs.~11! along with the interfacial coupling conditions
in equations~9!–~10! may be reduced to:

rcS ]T

]t
1u•¹TD5¹•~k¹T!. (14)

In Eq. ~13!, d is the Dirac delta function. The reduction of the
system to one energy equation allows for the use of a fixed grid

approach. The velocity field is set to zero in the solid phase. In the
numerical solution, the Dirac delta function in Eq.~13! is replaced
by a finite delta function with a large specific heat value over a
small temperature interval 2DT across the fusion temperature. In
the algorithm proposed in@16#, nodal temperature values are used
to calculate the property at any given location, and an effective
specific heat is calculated as an average of the influence of all the
neighboring nodal temperatures. This eliminates the dependence
of the convergence process on the choice ofDT. The reduced
energy equation is numerically solved in a geometrically irregular
domain consisting of a molten ball at the end of a long cylinder of
diameterd.

The unsteady heat transfer problem is defined in an axisymmet-
ric domain while the~j,h! grid system is two-dimensional. There-
fore the equations are first written in the (r ,z) coordinate system
and then transformed to the computational~j,h! domain. This
preserves the axisymmetric nature of the original problem. A finite
volume method and the power law scheme@26# for convection-
diffusion equations is employed to discretize the unsteady energy
equation. The system of discretized equations at each time step is
solved iteratively using the multigrid solver MGD9V. At the end
of each iteration, the temperature is used to update the properties.
The Neumann boundary conditions are implemented by artificial
Dirichlet conditions in the numerical procedure that are updated
after each iteration to simulate Neumann conditions. In a con-
verged solution, this results in a correct implementation of the
Neumann conditions.

The overall simulations were made on a 800 MHz Pentium 3
processor with 512 MB RAM Dell Optiplex GX300 highend PC
and took about 0.25 hours for a typical run. Simulations for a
variety of additional cases~not discussed here! were made using
the Pittsburgh Supercomputer facility.

5 Results and Discussion
Multigrid based simulations were made for solidification of a

molten gold ball pendent at the end of a long slender gold cylinder
~wire!. Parameters used for the simulation were: wire diameterd
51 mil525.4 mm, a wire length l w530d, and molten ball
radius50.75d. The melting temperature of gold isTm51336 K.
The temperature bandDT in the approximation of the Dirac delta
function is taken to be 1 K. Even with the choice of 2 K forDT,
the results were found to be insensitive toDT. All physical prop-

Fig. 1 „j,h… grid system detail: all lengths normalized by wire
diameter
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erties were from interpolations of handbook data for gold@34–
36#. The ambient reference temperature isT`5300 K.

Figure 1 illustrates an enlarged view for a 60360 orthogonal
grid in the vicinity of the anode tip at an instant when the wire tip
is the segment of a sphere of diameter 1.5d. For the grid pre-
sented, MDO50.793° which represents an orthogonality error of
60.88% apart from the standard discretization error resulting
from the use of central differences to represent first order deriva-
tives in the partial differential equations after one integration over
each control volume. This error isO(Dj2,Dh2)'1024.

Figure 2 displays a series of figures showing the evolution of
the melting anode free surface as the discharge progresses along
with the variation in temperature shown by the color maps. Red
indicates the hottest region and blue indicates the coldest tempera-
ture. The time t has been normalized by 9.1631026 seconds
yielding a nondimensional timet* . The lengths are all normalized
by 1 wire diameter. The ranges of the axes in each plot are iden-

tical so the evolution of the free surface can be seen. In Fig. 2~a!,
the anode tip has just begun melting. The instant is that when the
anode tip has a radius of curvature of 10 wire diameters. Due to
the sharp corners of the anode, the heat flux in the anode is maxi-
mum at those points during the breakdown. The anode begins
melting at the periphery of the bottom. The corners are noted to
get dulled soon after the initiation of the discharge but only sub-
sequent to the establishment of about 93% of the steady state
current. The molten liquid from these corners starts creeping to-
ward the axis as melting progresses inward towards the axis.
Thus, the initial melting acts to transfer material from the periph-
ery of the anode tip toward the center. This creates a dip in the
anode tip due to the surface tension induced bulge. Thus, the arc
gap reduces as the anode starts to melt. This reduction in the arc
gap increases the heat flux from the plasma. As melting
progresses, more of the anode melts and the radius of curvature of
the free surface keeps decreasing in time to support the growing

Fig. 2 Evolution of the free surface of the anode during melting: „a… Free sur-
face at t *Ä2.53, „b… Free surface at t *Ä4.69, „c… Free surface at t *Ä9.56, „d…
Free surface at t *Ä18.8, „e… Free surface at t *Ä28.3, and „f… Free surface at
t *Ä45.2. Arrow denotes location of solid-liquid interface.
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mass of molten liquid. Surface tension acts to support the liquid
once the elastic tension, otherwise present in the solid phase, is
lost due to phase change.

In Fig. 2~b!, the free surface has a radius of curvature equal to
1 wire diameter. As more of the melt material flows towards the
center, the tip bulges further down. The rate of reduction of the
gap increases significantly for radii of curvature less than 1 wire
diameter. In Fig. 2~c!, the radius of curvature of the tip is 0.75
wire diameters, and the interelectrode gap is reduced by about 0.1
wire diameters. In Fig. 2~d!, the radius of curvature is 0.5 wire
diameters, i.e., equal to the wire radius. This is the minimum
radius of curvature for the anode tip. This is also the instant of
time when the anode tip stops descending into the interelectrode
gap. The maximum reduction in the inter-electrode gap equals
0.17 diameters.

We note the surprising feature that the interelectrode gap first
reduces and subsequently increases during an EFO discharge.

Any subsequent melting leads to an increase in the gap. This
can be explained by mass conservation and geometry. For the
large radii of curvature, the volume of molten material is small.
The volume of material in the pendent molten region is the spheri-
cal cap volume. This volume is the difference between the volume
of the segment of a sphere and the cone with its base being the
edge of the solid wire and its apex being the center of the imagi-
nary sphere. As the radius of curvature decreases to support the
weight of new molten material, the volume enclosed within the
spherical segment decreases as the third power of the radius if the
solid angle of the spherical segment were to remain constant. In
order to accommodate the new material, the solid angle must in-
crease. Moreover, the center of the imaginary sphere moves down
along the axis due to the reduction in the radius of curvature.
These factors result in the dip into the inter-electrode gap. When
the radius of curvature equals the wire radius, the molten region is
a hemisphere, i.e., the solid angle is 2p steradians. The center of
the imaginary sphere is at the edge of the straight solid cylindrical
region. Any molten material added to the pendent region causes
an increase in the radius of curvature which implies a cubic in-
crease in the volume of the melt region if the solid angle were to
remain 2p steradians. The cone now flips through itself and the
solid angle decreases as the center of the imaginary sphere moves
from the solid region into the melt region. A much longer portion
of the cylindrical solid region melts for each unit increase in the
radius of curvature. These factors now contribute toward an ascent
of the melt region and the inter-electrode gap begins to increase as
shown in Fig. 2~e!. Due to the cubic dependence of volume on the
radius of curvature, each unit increase in radius of curvature re-
sults in a larger ascent of the melt region. This increase in the gap
persists until termination of the discharge. In Fig. 2~f!, the anode
tip is shown at the instant of the termination of discharge when the
radius of curvature becomesR* 50.75 or 1.5 times the wire ra-
dius. The time instant ist* 545.2 which is equivalent to 0.41 ms.
Once the radius of curvature reaches the minimum of 0.5 wire
diameters, the rate of change in radius of curvature drastically
decreases because for a unit change in radius, much more molten
material must be melted. Moreover, as the interelectrode gap in-
creases, the magnitude of heat flux from the arc starts decreasing
and thus more time is required to melt a unit volume of material.
The liquid thermal diffusivity is less than the solid, therefore as
the thickness of the liquid layer increases, the thermal resistance
in the wire increases. This also contributes in the increase of the
time period to melt a unit volume of solid wire.

The interelectrode gap increases by 0.856 diameters by the end
of the discharge. In the above discussion, the volume changes are
further exaggerated due to volumetric contraction on melting.

The isotherms in the vicinity of the anode tip region after 400
nondimensional time steps ofdt* 50.5, ort* 5200, subsequent to
termination of the discharge are shown in Fig. 3. For the choice of
parameters, it takes 13 ms for the domain to attain steady state
which numerically corresponds to about within 1% of the ambient

temperature. We have also investigated the position of the phase-
change interface at different times during this simulation. The
solidification progresses from the ‘‘neck’’~joint between the melt
to the solid region!, downwards and towards the axis of symmetry
rather than from the outside inwards. For the fine wire discussed
here, conduction through the gold is a far larger effect than cool-
ing by conduction, convection, or radiation from the ball surface.
These observations are also supported in our large scale experi-
mental studies@37# for this configuration where heat conduction is
found to be the primary mode of heat dissipation from the molten
ball. The very large thermal conductivity of gold is an advantage
in bonding because if solidification occurred from the outside in-
wards, then a shrinkage void of about 10% by volume would
occur in the center of the ball. Such a void would have a radius of
about 47% of the outer radius of the ball and would severely
compromise the bond. Thus the calculation of solidification must
be done very carefully to assess and mitigate the possibilities for
shrinkage void formation. This we have done as described in de-
tail above. With solidification that proceeds from the neck down-
wards and towards of the axis of symmetry, the void migrates
downwards until it is ejected from the bottom of the ball as the
last of the melt solidifies and contracts@21#.

6 Conclusions
The heat transfer from an EFO discharge to the anode causes it

to melt and roll up due to surface tension into a pendent ball at the
tip of the anode. The theory for the melting and for the motion of
the free surface of the melt has been presented. A discussion of
current numerical techniques and the numerical methodology for a
simulation of the melting, free surface motion and solidification
process~once the EFO discharge is extinguished! has been pre-
sented. All of the numerical methodology is based on finite vol-
ume discretization of the governing equations and a multigrid it-
erative solver. Results for simulations of the anode melting and
solidification are presented. It has been shown for the first time,
that during the EFO discharge, the inter-electrode gap first reduces
and then increases. The minimum gap is at the instant when the
radius of curvature of the anode tip equals the wire radius.

Thermal characteristics such as those presented above are very
important in determining the optimal conditions to generate
‘‘good’’ balls for bonding. It is possible to avoid distributed po-
rosity and void formation in the ball by systematically understand-
ing the thermal behavior of the material during this process.

Fig. 3 Isotherms at t *Ä200. Nondimensional temperature T*
ÄTÕT` .

666 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



7. Acknowledgments
The authors gratefully acknowledge discussions with Mr. K.

Mukundakrishnan. They gratefully acknowledge the support of
this work by the U.S. National Science Foundation through NSF
grant CTS-94-21598. The support of the Pittsburgh Supercom-
puter Center through a grant from the U.S. National Science
Foundation is also gratefully acknowledged.

Nomenclature

A 5 area of cross-section, surface area~m2!
c 5 specific heat capacity~J/kgK!
d 5 wire diameter~m!

Eo 5 Eötvös number (5gDrd2/s)
f 5 distortion function of the scaling factors
g 5 acceleration due to gravity~m/s2!, components of

covariant tensor~when subscripted!
h 5 convective heat transfer coefficient~W/m2K!, scal-

ing factors~when subscripted!
l 5 wire segment length~m!

Ma 5 Marangoni number
n 5 normal vector

Oh 5 Ohnesorge number (m̂/Arsd)
p 5 pressure~Pa!
q 5 heat flux~Watts/m2!
r 5 radial coordinate

R 5 position vector
R1 , R2 5 principal radii of surface curvature~m!

t 5 time ~s!.
t̂ 5 unit vector tangent to the melt surface
T 5 temperature~K!
u 5 velocity vector
V 5 volume ~m3!

x, y, z 5 spatial coordinates

Greek Symbols

a 5 thermal diffusivity ~m2/s!
d 5 Dirac-delta function

DT 5 temperature interval
Dr 5 density difference

e 5 emissivity
h 5 curvilinear coordinate
u 5 polar angle
k 5 thermal conductivity~W/mK!
l 5 latent heat of melting~J/kg!
m̂ 5 dynamic viscosity of fluid~kg/m s!

j,h,f 5 axisymmetric body-fitted coordinates
r 5 density~kg/m3!
s 5 surface tension~N/m!
§ 5 Stefan-Boltzmann constant
t 5 stress tensor

Subscripts

b 5 bottom
c 5 conductive
e 5 electron
i 5 ion, ionization

ine 5 inelastic
l 5 liquid phase, left

m 5 melting
n 5 surface normal
r 5 right
s 5 at the surface, solid phase
t 5 top

w 5 wire
0 5 at initial time
` 5 far-field

Superscripts

ˆ 5 fluid phase
* 5 dimensionless
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Heat Transfer Coefficients on the
Squealer Tip and Near Squealer
Tip Regions of a Gas Turbine
Blade
Detailed heat transfer coefficient distributions on a squealer tip of a gas turbine blade
were measured using a hue detection based transient liquid crystals technique. The heat
transfer coefficients on the shroud and near tip regions of the pressure and suction sides
of a blade were also measured. Tests were performed on a five-bladed linear cascade with
a blow-down facility. The blade was a two-dimensional model of a first stage gas turbine
rotor blade with a profile of aGE-E3 aircraft gas turbine engine rotor blade. The
Reynolds number based on the cascade exit velocity and axial chord length of a blade was
1.13106 and the total turning angle of the blade was 97.7 deg. The overall pressure ratio
was 1.2 and the inlet and exit Mach number were 0.25 and 0.59, respectively. The turbu-
lence intensity level at the cascade inlet was 9.7 percent. The heat transfer measurements
were taken at the three different tip gap clearances of 1.0 percent, 1.5 percent, and 2.5
percent of blade span. Results showed that the overall heat transfer coefficients on the
squealer tip were higher than that on the shroud surface and the near tip regions of the
pressure and suction sides. Results also showed that the heat transfer coefficients on the
squealer tip and its shroud were lower than that on the plane tip and shroud. However, the
reductions of heat transfer coefficients near the tip regions of the pressure and suction
sides were not remarkable.@DOI: 10.1115/1.1571849#

Keywords: Convection, Cooling, Heat Transfer, Measurement Techniques, Rotating,
Turbines

Introduction
The inlet temperature of gas turbines has been increased in

order to increase power output and efficiency. This has resulted in
increased heat load on turbine components. The blade tip is one of
the most critical regions because of the high heat load caused by
hot leakage flow through the tip gap. For therotating blade, there
is a gap between the blade tip and shroud, and flow leaks through
the gap due to the pressure difference between the blade’s pres-
sure side and suction side. This hot leakage flow is the major
cause of blade tip failures.

To reduce the leakage flow and heat transfer on the tip, the
blades of modern gas turbines are typically grooved chord-wise
and are called squealer tip blades. The groove acts as a labyrinth
seal to increase flow resistance and thus reduces leakage flow and
heat transfer. Detailed turbine heat transfer issues and associated
cooling technology are described by Han et al.@1#.

In open literature, there is limited information on the flow field
and heat transfer of a grooved blade tip. Metzger et al.@2# and
Chyu et al.@3# investigated heat transfer in a rectangular grooved
tip model. Their work included the effect of the depth to width
ratio and the tip gap to width ratio of a cavity with both moving
and standing shrouds over the stationary grooved tip model. The
result showed that the local heat transfer coefficient upstream end
of the grooved cavity was greatly reduced compared to a rectan-
gular plane tip model, while the heat transfer coefficient down-
stream end of the grooved cavity was enhanced because of the
flow reattachment in that region. They concluded that there was an
optimum value of depth-to-width ratio for a given pressure differ-
ence across the gap. Heyes et al.@4# studied tip leakage flow on

plane and squealer tips in a linear cascade and concluded that the
use of a squealer tip, especially a suction-side squealer tip, was
more beneficial than a flat tip. Yang and Diller@5# studied local
heat transfer coefficients on a turbine blade tip model with a re-
cessed cavity~squealer tip!in a stationary linear cascade. Based
on the measurement at a single point on the cavity floor, they
reported that the convection coefficients were insensitive to the tip
gap height. Ameri et al.@6# computed the flow and heat transfer
on the squealer tip of a GE-E3 first stage gas turbine blade. They
observed higher heat transfer in the bottom of the cavity, and the
heat transfer on the pressure-side rim was comparable to the plane
tip case but was higher on the suction-side rim. They concluded
that the large heat transfer in the bottom of the cavity was due to
flow impingement containing hot gas. Dunn and Haldeman@7#
measured time averaged heat flux at a recessed~squealer!blade
tip for a full-scale rotating turbine stage at transonic vane exit
conditions. They used heat flux gauges and found that the Nusselt
number on the suction-side lip and on the floor of the recess near
the leading edge of the blade was higher than that of the blade
stagnation value. Azad et al.@8,9# studied the flow and heat trans-
fer on the first stage blade tip of an aircraft engine turbine
(GE-E3). They presented the effects of tip gap clearance and free-
stream turbulence intensity level on the detailed heat transfer co-
efficient distributions for both plane and squealer tips under en-
gine representative flow conditions. They used transient liquid
crystals technique and found that the overall heat transfer coeffi-
cients on the squealer tip were lower than that on the plane tip.
Azad et al.@10# also studied the effect of squealer geometry ar-
rangement on gas turbine blade tip heat transfer. They found that
a blade tip with a suction-side squealer was more effective in
reducing heat transfer than that with a pressure-side squealer.
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Some researchers have studied heat transfer on the plane tip
blade. Mayle and Metzger@11# used a two-dimensional rectangu-
lar tip model with and without rotating shroud to find the rotating
effect on averaged blade tip heat transfer. They noted that the
rotating effect could be neglected in order to access the blade tip
heat transfer over the entire range of parameters considered in the
study. Metzger and Rued@12# presented heat transfer and flow
results in the near tip region of the pressure surface using a blade
tip simulation and sink flow. Their model simulated a sink flow
similar to the sink like characteristics of the blade tip gap on the
pressure side. Rued and Metzger@13# presented heat transfer and
flow results in the near tip region of the suction surface using a
blade tip simulation and a source flow. Their model simulated a
blade suction surface with a gap feeding a source flow similar to
the flow exiting the tip gap on the suction surface of an airfoil.
Metzger et al.@14# measured local heat flux using heat flux sen-
sors in a rotating turbine rig with two different tip gaps. Bunker
et al. @15# used a hue detection based liquid crystals technique to
investigate the detailed heat transfer coefficient distributions on
the blade tip surface. Their results were obtained at three different
tip gap sizes and two free-stream turbulence levels with sharp or
rounded edges. Bunker and Bailey@16# studied the effect of
squealer cavity depth and oxidation on turbine blade tip heat
transfer. Teng et al.@17# measured the heat transfer coefficients on
the plane tip surface in a large-scale low-speed wind tunnel facil-
ity using a transient liquid crystals technique. They concluded that
a major leakage flow existed in the mid-chord region, and the
unsteady wake augmented the Nusselt number at a large tip gap~3
percent!, while the effect of the unsteady wake disappeared with
decreasing tip gap clearance.

Some researchers have conducted numerical studies to investi-
gate blade tip heat transfer. Ameri and Steinthorsson@18,19#pre-
dicted heat transfer on the tip of the SSME~Space Shuttle Main
Engine!rotor blade. Ameri et al.@20# also predicted the effects of
tip gap clearance and casing recess on heat transfer and stage
efficiency for several squealer blade tip geometries. Ameri and
Bunker @21# performed a computational study to investigate the
detailed heat transfer distributions on blade tip surfaces for a large
power generation turbine and compared the results with the ex-
perimental data of Bunker et al.@15#. Ameri and Rigby@22# also
calculated heat transfer and film-cooling effectiveness on film
cooled turbine blade models. Ameri@23# predicted heat transfer
and flow on the blade tip of a gas turbine equipped with a mean-
camber line strip.

In addition, Rhee et al.@24# studied the local heat/mass transfer
on the stationary shroud with blade tip clearances forplane tip
geometry. They used the naphthalene sublimation method and
concluded that the heat/mass transfer characteristics changed sig-
nificantly with the gap clearance. Jin and Goldstein@25,26#mea-
sured local mass transfer on a simulated high-pressure turbine
blade tip and near tip surfaces in a large-scale low-speed wind
tunnel facility. They used a naphthalene sublimation technique
and investigated the effects of the exit Reynolds number, the tip
gap clearance, and the turbulence intensity. Papa et al.@27# mea-
sured average and local mass transfer coefficients on a squealer tip
and winglet-squealer tip using the naphthalene sublimation tech-
nique in the same facility. They also presented the flow visualiza-
tion on the tip surface using an oil dot technique.

Most of the above referenced studies focused on the heat trans-
fer coefficients on the blade tip surface only for different blade tip
profiles under different flow conditions except that reference@24#
for the shroud surface measurement and reference@26# for near tip
regions of the pressure and suction sides. The present paper is a
continuous investigation of the blade tip heat transfer from the
same research facility as references@8–10#. In references@8–10#,
the heat transfer coefficients on the plane tip surface as well as
several squealer tip surfaces were reported by using the transient
liquid-crystals single-color capturing method in conjunction with
the initial temperature measurement with thermocouples. How-

ever, the present study reports the heat transfer coefficients on the
blade tip surface, the shroud surface, and near tip regions of the
pressure and suction sides by using a hue-detection based tran-
sient liquid-crystals technique in combination with the wide band-
width liquid-crystals for the initial temperature measurement. The
measurement technique employed in this paper is considered as an
improved step from references@8–10#. The main objective of this
paper is to present an integral data set over the entire blade tip
region that includes the tip surface, the shroud surface, and the
blade pressure and suction surface immediately adjacent to the tip
where very limited data is available in the open literature. The
present non-rotating blade tip heat transfer data might not be di-
rectly applicable to the real engine rotating blade tip design due to
the effect of rotation, however, the present data could be valuable
in better understanding complex blade tip flows and validating
various CFD codes. The results are compared with the plane tip
data~Kwak and Han@28#!.

Experimental Setup
Figure 1 shows the schematic of the test facility. The test sec-

tion consisted of a stationary blow-down facility with a five-
bladed linear cascade. The definition of blade tip and shroud are
also shown in the upper part of Fig. 2. The profile of the blade tip
is available in the open domain or can be provided by the authors
to the interested researchers. Compressed air stored in the tanks
entered a high flow pneumatic control valve that was designed to
receive feedback from the downstream pressure to maintain a ve-

Fig. 1 Schematic of blow-down facility

Fig. 2 Definition of blade tip and shroud
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locity within 63 percent of the desired value. The inlet of the test
section was 31.1 cm wide and 12.2 cm high, and its top, bottom,
and sides were made of 1.27 cm thick polycarbonate plates for the
pressure measurement test. In the heat transfer test, however, the
top plate was replaced with a 1.27 cm thick clear acrylic plate for
better optical access to the blade tip. Two adjustable trailing edge
tailboards were used to provide identical flow conditions through
the two passages adjacent to the center blade. A turbulence-
generating grid of 57 percent porosity was placed 26.7 cm up-
stream of the center blade. The turbulence intensity was measured
6 cm upstream of the center blade with a TSI IFA-100 unit. In this
test, the turbulence intensity at that location was 9.7 percent. The
turbulence length scale was estimated to be 1.5 cm, which is
slightly larger than the grid size. The tip gaps used for this study
were 1.31 mm, 1.97 mm, and 3.29 mm, which correspond to
about 1.0 percent, 1.5 percent, and 2.5 percent of the blade span
~12.2 cm!. Hard gaskets of desired thickness were placed on top
of the sidewalls, the trailing edge tailboard, and two outer guide
blades to create tip gaps of desired height.

During the blow-down test, the cascade inlet air velocity and
exit velocity were 85 m/s and 199 m/s, the inlet and exit Mach
numbers were 0.25 and 0.59, respectively. The Reynolds number
based on axial chord length and exit velocity was 1.13106. The
inlet total pressure (Pt) was 126.9 kPa and exit static pressure~P!
was 102.7 kPa, which gave an overall pressure ratio (Pt /P) of
1.2. Azad et al.@8,9# described the detailed flow conditions, in-
cluding the flow periodicity in the cascade.

The blades were made of aluminum and finished with an EDM
machine. The blade had a 12.2 cm span and an 8.61 cm axial
chord length. These were three times larger than the dimension of
a GE-E3 blade tip profile. Each blade had a constant cross section
for the entire span as shown in the lower part of Fig. 2. Figure 3
shows the heat transfer measurement blade. The lower potion of
the blade was made of aluminum, and the upper portion consisted
of an inner aluminum rim with a cavity and an outer shell made of
a polycarbonate with low thermal conductivity. Figure 4 shows a
detailed view of the blade tip. The thickness and height~H! of the
squealer rim is 0.229 cm and 0.508 cm, respectively. The height of
the squealer rim is about 4.16 percent of the blade span. Cartridge
heaters were inserted into the blade to heat the aluminum core and

consequently to heat the outer polycarbonate shell. For the heat
transfer measurement on the shroud, a 300 W plate heater was
used to heat the shroud plate and removed before the test.

Pressure Measurement and Results
Figure 5~a!shows the definition of blade coordinate and the

location of pressure taps along the blade surface. The pressure
taps were located at 50 percent, 80 percent, 90 percent, and 97
percent height of the blade span on both the blade pressure and
suction side. Figure 5~b! presents the ratio of the inlet total to the
local static pressure (Pt /P) along the blade. The pressure was
measured with 1.5 percent of tip gap clearance. The static pressure
difference between the pressure side and the suction side is the

Fig. 3 Heat transfer measurement blade

Fig. 4 Detailed view of the blade tip

Fig. 5 „a… Definition of blade coordinate and location of pres-
sure taps on the blade; and „b… Pressure distributions on the
blade pressure and suction side with CÄ1.5 percent.
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main driving force of the leakage flow. On the midspan, the maxi-
mum static pressure difference occurs near 30 percent ofx/Cx .
The location of the maximum static pressure difference has shifted
toward the trailing edge along 97 percent of the blade span, and
the maximum static pressure difference occurs near 50 percent of
x/Cx . This shift is due to the leakage flow through the tip gap.

To investigate the pressure distribution on the shroud, 46 pres-
sure taps were instrumented on the shroud surface. Figure 6 shows
the inlet total pressure to local static pressure ratio (Pt /P) distri-
butions on the shroud surface for different tip gap clearances.
Figures 6~a!,~b!, and~c! present the pressure distribution on the
shroud with a squealer tip, and Fig. 6~d! shows the result with a
plane tip. The plane tip case~Fig. 6~d!, Kwak and Han@28#! is
presented for comparison. A higher value ofPt /P corresponds to
a lower static pressure~high velocity!, while a lower value corre-
sponds to a higher static pressure~low velocity!. The black curves
in the contours indicate blade location under the shroud.

Comparing the squealer tip cases~Figs. 6~a!–~c!! with the plane
tip case~Fig. 6~d!!, the overallPt /P of the plane tip case is much
higher than that of the squealer tip cases. This indicates the leak-
age flow is significantly reduced by using the squealer tip. Also,
high Pt /P regions move toward the leading edge side for the
squealer tip cases. For the plane tip case, a highPt /P region~high
velocity region!exists near 35 percent of blade chord, which in-
dicates that the path of main leakage flow is located near this
region. For squealer tip cases, however, a highPt /P region exists

near 20 percent of blade chord. Thus, the path of leakage flow is
shifted toward the leading edge side. This may be due to the
increase of flow resistance near the mid chord region, and result in
the shift of the path of leakage flow toward the leading edge.

As the tip gap clearance increases fromC51.0 percent~Fig.
6~a!! to C52.5 percent~Fig. 6~c!!, the overall value ofPt /P
increases, and thePt /P contour shifts toward the trailing edge
side. This indicates that the leakage flow increases and moves
toward the trailing edge side as tip gap clearance increases. As the
tip gap clearance increases, the flow resistance in the mid chord
region may become smaller, and result in the shift of the path of
leakage flow toward the trailing edge.

Heat Transfer Measurement Theory
A hue-detection based transient liquid crystals technique was

used to measure the heat transfer coefficient on the blade tip. The
local heat transfer coefficient over a liquid crystals coated surface
can be obtained using a one-dimensional semi-infinite solid as-
sumption for the test surface. The one-dimensional transient con-
duction equation, the initial condition, and the convective bound-
ary condition are:

k
]2T

]x2
5rcp

]T

]t
(1)

at t50, T5Ti (2)

at x50, 2k
]T

]X
5h~Tw2Tm!; as x→`, T5Ti (3)

The solution of above equations at the convective boundary sur-
face (x50) is the following:

Tw2Ti

Tm2Ti
512expS h2at

k2 D erfcS hAat

k D (4)

By knowing the initial temperature (Ti) of the test surface, the
mainstream temperature (Tm) at the cascade inlet and the color
change temperature (Tw) at time t, the local heat transfer coeffi-
cient ~h! can be calculated from Eq.~4!. If the mainstream tem-
perature changes with time, the varying temperature can be rep-
resented as a series of step change. Using Duhamel’s
superposition theorem, Eq.~4! can be written as follows:

Tw2Ti5$Tm,02T1%3FS hAat

k D 1(
i 51

n FFS hAa~ t2t i !

k DDTm,i G
(5)

where, F~x)512exp(x2)erfc(x),
DTm is step changes in the mainstream.
The experimental uncertainty was calculated by the methods of

Kline and McClintock@29#. Note that the blade tip material~poly-
carbonate!has a very low thermal conductivity of 0.18 W/mK.
The liquid crystals color change transition occurred at the surface
which was kept at a uniform initial temperature. Test duration was
smaller~10–30 sec!than the time required for the temperature to
penetrate the full thickness of the blade tip material. Thus a one-
dimensional transient, semi-infinite solid assumption was valid
throughout the surface, except near the tip edges. The individual
uncertainties in the measurement of the time of color change
(Dt560.5 sec), the mainstream temperature (DTm560.5°C),
the color change temperature (DTw560.2°C), the initial tem-
perature (DTi561°C), and the blade tip material properties
(Da/k2565 percent!were included in the calculation of the
overall uncertainty of heat transfer coefficient. The uncertainty for
the local heat transfer coefficient was estimated to be68 percent.
However, the uncertainty near the blade tip edge might be much
greater up to 15 percent due to the two-dimensional heat conduc-
tion effect. The uncertainty in the high heat transfer region also
might be higher due to the short color change time.

Fig. 6 Pressure distribution on the shroud surface

672 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Heat Transfer Measurement and Results
Two different liquid crystals were used in this study. The 20°C

bandwidth liquid crystals~R34C20W, Hallcrest! were used to
measure the initial temperature of the tip surface, and the 4°C
bandwidth liquid crystals~R29C4W, Hallcrest!were used to mea-
sure the color changing time. Calibration was performed to find
the hue versus temperature relation. A foil heater was placed at the
bottom of a 0.635 cm thick copper plate. The black paint~BB-G1,
Hallcrest!and liquid crystals were sprayed on the copper plate.
Input voltage to the heater was set properly in order to increase
the surface temperature by 0.6°C, and enough time was allowed
for the temperature to be steady at each temperature step. The
surface temperature was then read by a thermocouple that was
attached at the surface of the copper plate, and the color of the
liquid crystals was recorded by the computer. At each temperature
step, the hue was calculated from the stored image, and the rela-
tion between hue and temperature was established for both 20°C
and 4°C bandwidth liquid crystals. Figure 7~a! shows the results
of the calibration for both liquid crystals.

Before the transient test, the black paint and the 20°C band-
width liquid crystals were sprayed uniformly on the test surface,
and the test surface was heated. After the surface temperature
reached the desired temperature~about 70°C!, the color of the
liquid crystals on the test surface was recorded by a RGB color
CCD camera with 24-bit color frame grabber board. From every
pixel of the stored image, hue was calculated and the initial tem-
perature of the test surface was determined using the pre-
calibrated hue versus temperature relation. Figure 7~b! presents
the initial temperature on the tip forC51.5 percent case.

After the initial temperature measurement on the test surface,
the 20°C bandwidth liquid crystals were removed. Then the black
paint and the 4°C bandwidth liquid crystals were sprayed on. It is
noted that the sprayed liquid crystals could result in a rough sur-
face. The measured roughness of the present liquid-crystal-coated
blade tip was around 5–10 microns, an averaged value of 7.5
microns by using a surface profilometer. However, this study did
not evaluate the roughness effects on the blade tip heat transfer.
The test surface was heated until the reference temperatures be-
came the same as those of the initial temperature measurement

test. Reference temperatures were measured by thermocouples lo-
cated inside the cavity and the shroud surface to ensure the same
temperature conditions for the initial temperature measurements
and the transient tests. After temperatures reached the desired
value, the compressed air was allowed to flow by turning on the
flow controller. When the mainstream velocity reached the preset
value by the end of 4 sec, the color change of the liquid crystals
was recorded at the speed of 30 frames per sec. The test duration
time was short enough~10–30 sec!to make a semi-infinite solid
assumption. From every pixel at each stored image, hue was
evaluated and used to calculate the time from the initial condition
~about 40–60°C, depending on location! to a given hue value
~50!, which corresponded to the temperature of 29°C for the tip
and shroud test, and 29.6°C for the pressure and suction sides test.
Due to the different view angle and lighting condition, the corre-
sponding temperature to hue value of 50 is different on the tip
~shroud!, and pressure and suction side. Then, the local heat trans-
fer coefficient,h, was calculated from Eq.~5!.

Heat Transfer Coefficient on the Squealer Tip. Figure 8
shows the heat transfer coefficient distribution on the squealer tip.
The plane tip result~Fig. 8~d!! is presented for comparison. De-
tailed results of the plane tip cases are discussed by Kwak and
Han @28#. Due to the shadow of the squealer rim, data near the
cavity edge could not be taken. Compared to the plane tip case
~Fig. 8~d!!, the squealer tip cases~Figs. 8~a!–~c!! show a much
lower heat transfer coefficient in the cavity. However, the heat
transfer coefficient on the squealer rim is comparable to the high
heat transfer coefficients of the plane tip. For the squealer tip
cases, the heat transfer coefficients on the squealer rim are gener-
ally higher than that on the cavity surface. The heat transfer co-
efficients near the trailing edge cavity are low because of the
recirculation of leakage flow as illustrated in Fig. 9~a!. Figure 9

Fig. 7 „a… The relation between hue and temperature; and „b…
initial temperature on the tip for CÄ1.5 percent.

Fig. 8 Heat transfer coefficient on the blade tip

Journal of Heat Transfer AUGUST 2003, Vol. 125 Õ 673

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



presents the conceptual view of the flow near the squealer tip of
the blade. The real flow near the blade tip and in the cavity may be
fully three-dimensional phenomena. However, Fig. 9 shows the
simplified view of the flow in two-dimensional. As the flow tries
to leak through the tip gap, a small vortex may appear near the tip
of the pressure side. On the suction side, the leakage flow interacts
with the passage vortex and may create the leakage vortex near
the tip of the suction side. The flow inside the cavity may depend
on the width of the cavity. If the width of the cavity is relatively
small, the leakage flow may not reattach to the cavity, and recir-
culation may occur in the cavity as shown in Fig. 9~a!. This could
explain the low heat transfer coefficient region on the trailing edge
side of the cavity in Fig. 8. If the width of the cavity is relatively
large, the leakage flow may reattach to the suction side rim or the
cavity surface and form a recirculation region near the pressure
side of the cavity as shown in Fig. 9~b!. This trend happens near
the leading edge side of the cavity. The heat transfer coefficients
near the leading edge cavity are relatively high because of the
reattachment of the leakage flow. Due to the recirculation in the
cavity ~see Fig. 9!, heat transfer coefficients near the pressure side
of the cavity are lower than that near the suction side of the cavity.
As the tip gap clearance increases fromC51.0 percent to 2.5
percent, the overall heat transfer coefficient increases.

Heat Transfer Coefficient on the Shroud Surface. Figure
10 presents the heat transfer coefficient distribution on the shroud
surface. The plane tip case~Fig. 10~d!, Kwak and Han@28#! is
presented for comparison. Compared to the plane tip case, the
squealer tip cases~Figs. 10~a!–~c!! show a lower heat transfer
coefficient. The distribution of the shroud heat transfer coefficient
is similar to the distribution of the pressure on the shroud as
shown in Fig. 6.

For the squealer tip cases~Figs. 10~a!–~c!!, a low heat transfer
region exists on the pressure side of the shroud surface. As flow
leaks through the tip gap, the heat transfer coefficient increases on

the shroud above the blade tip and on the suction side. The high
heat transfer region on the shroud may exist along the path of the
main leakage flow. Results show that the main leakage flow may
enter the tip gap near 10 percent of the blade chord and exit at
40–60 percent of the blade chord depending on the tip gap size.

For the squealer tip cases, there are relatively high heat transfer
regions on the shroud above the suction side squealer rim near 10
percent of the blade chord. The high heat transfer coefficient in
this region is about 700 W/m2K and is about 70 percent of the
high heat transfer coefficient on the cavity surface. The high heat
transfer coefficient in this region may be caused by the shifting of
the path of leakage flow. Compared to the plane tip case, the path
of leakage flow for the squealer tip case moves toward the leading
edge side as shown in Fig. 6. The interaction between the leakage
flow and the suction side mainstream increases the shroud heat
transfer on the shroud above the suction side squealer rim near 10
percent of the blade chord region. However, the effect decreases
as the tip gap clearance increases.

As the tip gap increases fromC51.0 percent to 2.5 percent, the
overall heat transfer coefficient on the shroud increases and the
high heat transfer region above the blade tip moves toward the
trailing edge. This trend corresponds well with the pressure distri-
bution on the shroud shown in Fig. 6, as well as the mass transfer
results by Rhee et al.@24#.

Heat Transfer Coefficient on the Near Tip Region of the
Pressure Side. Figure 11 shows the heat transfer coefficient dis-

Fig. 9 Conceptual view of flow near squealer tip: „a… the cavity
closer to the trailing edge; and „b… the cavity closer to the lead-
ing edge

Fig. 10 Heat transfer coefficient on the shroud
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tribution on the near tip region of the pressure side. The height of
the test area was 2.5 cm from the blade tip, which corresponds to
about 20 percent of the blade span. The plane tip result~Fig.
11~d!, Kwak and Han@28#! is shown for comparison. Compared
to the plane tip case~Fig. 11~d!!, the squealer tip case~Figs.
11~a!–~c!! shows similar trend and magnitude of heat transfer
coefficient. Results show a high heat transfer coefficient near the
leading edge and the trailing edge. The heat transfer coefficients
near 10–30 percent of the blade chord are lowest and gradually
increase toward the trailing edge due to the boundary layer tran-
sition. The distribution of the heat transfer coefficient on the pres-
sure side is laterally uniform except very near the tip edge. This
may be caused by the leakage flow entrance effect as shown in
Fig. 9.

The high heat transfer coefficient~550 W/m2K! is seen near the
trailing edge and is about 55 percent of the maximum heat transfer
coefficient on the cavity surface. Generally, the heat transfer co-
efficient on the near tip of the pressure side is lower than that on
the shroud and the cavity surface.

Heat Transfer Coefficient on the Near Tip Region of the
Suction Side. Figure 12 shows the heat transfer coefficient dis-
tribution on the near tip region of the suction side. The height of
the test area was 2.5 cm from the blade tip, which corresponds to
about 20 percent of the blade span. Due to the large view angle
between the camera and the test surface, data could not be taken
from near the leading edge region. The plane tip result~Fig. 12~d!,
Kwak and Han@28#! is shown for comparison. All cases show a
high heat transfer coefficient region along the suction side of the
blade tip. This high heat transfer coefficient region may be caused
by the leakage vortex. As the leakage flow exits from the tip gap,
the leakage flow separates from the tip surface or the squealer rim
and forms a leakage vortex due to the interaction with the main-

stream flow. Compared to the plane tip case, the squealer tip case
shows slightly lower heat transfer coefficient, but similar trend.

For the squealer tip, a high heat transfer region exists along the
suction side tip. This high heat transfer region starts near 20–30
percent of the blade chord and corresponds to the leakage flow
path on the shroud as shown in Fig. 6. The high heat transfer
coefficient on this region slightly increases as the tip gap clear-
ance increases. Between this high heat transfer region and the
blade tip, there is a low heat transfer region. This corner region
with a low heat transfer coefficient is caused by the separation of
the leakage flow as shown in Fig. 9.

Generally, the heat transfer coefficient on the near tip of the
suction side is higher than that on the pressure side and compa-
rable with that on the shroud.

Averaged Heat Transfer Coefficient. Figure 13 shows the
averaged heat transfer coefficient on the blade tip. The local heat
transfer coefficients on the pressure side rim, suction side rim, and
cavity are averaged at a givenx/Cx location. Results show that the
heat transfer coefficient on the squealer rim is generally higher
than that on the cavity. Figures 14, 15, and 16 present the aver-
aged heat transfer coefficient on the shroud, the near tip region of
the pressure side, and the near tip region of the suction side,
respectively. For the shroud surface, the average was taken from
the region above the tip only. Results show that, in general, the
heat transfer coefficient on the shroud surface increases slightly as
the tip gap clearance increases forx/Cx.0.2. However, the heat

Fig. 11 Heat transfer coefficient on the pressure side

Fig. 12 Heat transfer coefficient on the suction side
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transfer coefficients near the tip regions of the blade pressure side
and the suction side are insensitive to the tip gap clearance.

Conclusions
The detailed heat transfer coefficients on the squealer tip, the

shroud surface, and the near tip regions of the blade pressure and
suction sides were measured using a hue-detection based transient
liquid crystals technique. The major findings based on the experi-
mental results are as follows:

1. From pressure and heat-transfer coefficient measurements,
results showed that leakage flow through the tip gap clearance and
heat transfer coefficient on the tip surface were reduced by using
a squealer tip design.

2. The cavity heat transfer coefficient near the leading edge
was higher than that near the trailing edge. However, the cavity
heat transfer coefficient was generally lower than that on the
squealer rim.

3. Generally, the heat transfer coefficient on the shroud fol-
lowed the tip leakage flow path. The shroud heat transfer coeffi-
cient above the tip and the blade suction side was much higher
than that above the blade pressure side.

4. The heat transfer coefficient on the near tip region of the
pressure side was laterally uniform except a higher value near the
tip edge due to the leakage entrance effect.

5. The heat transfer coefficient along the suction side near the
tip region showed a high value due to the leakage vortex interact-
ing with the mainstream.

6. The overall blade tip heat transfer coefficient slightly in-
creased as the tip gap clearance increased.

7. The overall heat transfer coefficient on the blade tip showed
a higher value than that on the shroud and the near tip regions of
the blade pressure and suction sides.

8. By using a squealer tip blade, the heat transfer coefficients
on the tip and the shroud were reduced. However, the reduction of
heat transfer coefficients on the pressure and suction sides were
not remarkable.

The observation and conclusions from this study are limited for
the stationary blades. Cautions need to be taken in extending the
results to the rotating blades. In addition, the overall pressure ratio
in this non-rotating blade cascade was lower than the real engine
rotating blade conditions.
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side

Fig. 16 Averaged heat transfer coefficient on the suction side

Fig. 13 Averaged heat transfer coefficient on the tip
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Nomenclature

C 5 tip clearance gap~percent of the blade span, or mm!
Cx 5 axial chord length of the blade~8.61 cm!

h 5 local convective heat transfer coefficient~W/m2K!

h̄ 5 averaged heat transfer coefficient at a given
x/Cx (W/m2K)

H 5 cavity depth~recess! ~0.508 cm!
k 5 thermal conductivity of blade tip material~0.18 W/m

K!
LE 5 leading edge of the blade

P 5 local static pressure~kPa!
Pt 5 total pressure at the cascade inlet~kPa!

PS 5 blade pressure side
t 5 transition time for liquid crystals color change~sec-

ond!
TE 5 trailing edge of the blade
Ti 5 initial temperature of the blade tip surface~°C!

Tm 5 temperature of the mainstream at the cascade inlet
~recovery temperature! ~°C!

Tw 5 color change temperature of the liquid crystals~°C!
Tu 5 turbulence intensity level at the cascade inlet~per-

cent!
SS 5 blade suction side

x 5 axial distance~cm!
a 5 thermal diffusivity of blade tip material

(1.2531027 m2/s)
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Measurements and Calculations
of Spectral Radiation Intensities
for Turbulent Non-Premixed and
Partially Premixed Flames
Spectral radiation intensities leaving diametric and chord-like paths for six non-sooting
flames were measured using an infrared array spectrometer. The spectral radiation inten-
sities were also computed using the mean property approach and a time and space series
simulation approach. Turbulence/radiation interactions (TRI) in these flames were inves-
tigated by comparing the two sets of computations to the experimental data. The effects of
TRI are significant for regions away from the flame axis. The new data and findings are of
value in the evaluation of radiation models, which are increasingly used in turbulent
combustion calculations.@DOI: 10.1115/1.1589502#

Keywords: Combustion, Heat Transfer, Modeling, Radiation, Turbulence

Introduction
Accurate computation of radiation heat loss is very important in

determining the nitric oxide~NO! formation in some nonluminous
turbulent flames@1–3#. For a small control volume in the flame,
the time averaged net radiation heat loss (Qr) consists of energy
emitted (Qe) by the participating media in that volume to the
surroundings minus the energy absorbed (Qa) by that media from
the incident radiation field@4#. The incident radiation is a summa-
tion of spectral radiation intensities (I l) from all directions. Since
the radiation quantities are determined by the scalar~temperature
and species concentrations! fields through highly nonlinear rela-
tions, Qe andQa may differ a lot from the calculations based on
the mean scalar properties@5#. These effects of fluctuations in the
scalar fields on the mean radiation quantities are referred as
turbulence/radiation interactions~TRI! @6,7#. The determination of
Qe only requires single-point statistics of the turbulent scalar field,
while the determination ofQa requires more complicated multi-
point statistics.

During the last two decades, the effects of TRI in non-sooting
jet flames have been investigated using measurements and com-
putations of I l leaving horizontal diametric radiation paths
through the flames. The computations of meanI l including the
effects of TRI have relied on stochastic simulation approaches.
The effects of TRI in various flames have been evaluated by com-
paring the differences between the meanI l calculated by using
the mean scalar properties and those calculated using the stochas-
tically simulated scalar properties. Both sets of calculations have
been compared with experimental data. Significant effects of TRI
were observed in hydrogen flames@7,8#, with stochastically pre-
dicted meanI l being as much as twice those based on the mean
property ~MP! calculations. The measuredI l were closer to the
results of the stochastic calculations. In contrast, the measured and
stochastically computed meanI l for most diametric paths in car-
bon monoxide flames@9,10#were only 10;30% higher than those
computed using the MP method. TRI enhancements approaching
100% were observed only for the diametric path near the flame
tip. Moderate levels~10;30%!of TRI enhancements in meanI l
were also reported for CH4 flames by Jeng et al.@11# and for a
CH4 /H2 flame by Hall and Vranos@12#.

Frank et al.@2# calculatedI l for a methane/air partially pre-
mixed flame~flameD defined in Ref.@2# and later in this paper!
using the mean property method with the emission only and the
emission/absorption approximations for a diametric path atx/D
545. The emission only approximation led to a factor of two
increase in the computed intensities. However, experimental data
for an evaluation of their predictions were not available.

Kounalakis et al.@13# developed a stochastic time and space
series~TASS! simulation method to account for TRI in turbulent
CO/H2 flames. By using measured mixture fraction statistics, they
achieved excellent calculations of meanI l within 10% of the
experimental data. More recently, Zheng et al. studiedI l for a
turbulent CH4 /H2 /N2 jet flame by adapting a tomography-like
TASS simulation@14#. This study indicated the importance of in-
vestigating TRI forI l leaving horizontal chord-like paths in ad-
dition to those leaving the diametric paths. The flame considered
in Ref. @14# is one of the Sandia workshop@15# flames. Well-
documented experimental data for velocity and scalar fields of
that and other workshop flames are already available in the litera-
ture @15–18#. The data forI l of additional workshop flames,
which are very useful for the evaluation of the radiation sub-
models incorporated in the current and future computational tools,
are necessary.

Motivated by this, the present work consisted of the following:

1. InstantaneousI l leaving diametric and various chord-like
paths at three heights from six workshop flames were measured by
using a fast infrared~IR! array spectrometer~FIAS! @19#. The
turbulent jet flames to be studied here consist of one H2 /N2 flame
@16#, two CH4 /H2 /N2 flames @17# and three piloted CH4 /air
flames@18#.

2. Based on the TASS simulated instantaneous scalar fields, the
instantaneousI l were calculated by integration of the radiation
transfer equation~RTE! for non-homogenous paths over a range
of optical thickness.

3. The meanI l were also calculated by integration of the RTE
using the mean scalar properties. The effects of TRI in these
flames were studied by comparing the meanI l from the MP cal-
culations to those extracted from the measurements and the TASS
calculations.

In the I l calculations, the measured mean properties and other
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statistics for the scalar fields@15–18# were adopted to isolate the
uncertainties of specific computational fluid dynamics~CFD! and
combustion models.

Experimental Method
The radiation measurements were conducted at the Turbulent

Diffusion Flame~TDF! Laboratory and the Turbulent Combustion
Laboratory~TCL! at Sandia National Laboratories. The operating
conditions for the flames under investigation are listed in Table 1,
whereLstoich is the height above the burner at which the measured
Favre averaged mixture fraction reaches the stoichiometric value
@2#. The flow facilities for the simple jet flames~DLRIA and B,
H3! and the piloted flames~C,D,E!have been discussed elsewhere
@1,17,18#, and@20# and will only be briefly described here.

The simple jet burner, on which flames H3, DLRIA and B are
stabilized, is a long tube with an inner diameter of 8 mm tapered
to a thin edge. The piloted burner, on which flames C, D, and E
are stabilized, has a main jet diameter of 7.2 mm and a pilot
diameter of 18.2 mm. The main CH4 /air jet is partially premixed
with an equivalence ratio of 3.17~25% CH4 by volume!. The lean
premixed pilot flame burns a mixture of C2H2 , H2 , CO2 , N2 , and
air, having the same enthalpy and equilibrium composition as a
CH4 /air flame with an equivalence ratio of 0.77. Both burners can
be moved in three dimensions for positioning. Air co-flows were
fed for all six flames through a wind tunnel, with velocities of 0.3
m/s for the simple jet flames and 0.9 m/s for the piloted flames.

For each flame, the instantaneousI l for the diametric and many
chord-like paths at three heights were measured using FIAS@19#.
Figure 1 illustrates the geometry for the spectral radiation inten-
sity measurements and calculations. The spectral range of the
FIAS is from 1.4 to 4.8mm covering the important molecular
radiation bands of H2O and CO2 . The mean spectral resolution is
42 nm with a maximum of 70 nm atl51.5mm and a minimum of
33 nm atl54.5 mm. The spatial resolution of the present mea-
surements is 2 mm based on the FIAS optics. The sampling rate
for the individual wavelengths is 6250 Hz. For each radiation
path, 6000 samples were collected. The wavelength readings cor-
responding to the pixels were calibrated by using 6 different nar-
row band IR filters in conjunction with a black body source. The
intensity responses of each pixel were then calibrated using the
black body source operated at 6 different temperatures. The back-
ground noise signals were subtracted during the measurements.

Experimental uncertainties were estimated following the guide-
lines in Ref.@21#. The bias in the data is due to the uncertainties in
the calibration process. The uncertainty in the output voltage dur-
ing calibrations was experimentally found to be less than 2%
~95% confidence!. The uncertainties in the wavelength reading
and the black body temperature also affect the accuracy of inten-
sity response calibration. In the present study, since the uncer-
tainty in wavelength reading was 10 nm and the uncertainty in the
black body temperature was 1 K, the uncertainty in meanI l mea-
surements caused by these two factors was only 0.5%. Therefore,
the combined bias limit is of the order of 2%. The precision limit
~95% confidence!due to finite sampling time available in the con-
tinuous scanning process was experimentally found to be less than
10%. The measurements were repeatable within this range. There-

fore, the combination of the bias limit and the precision limit gave
an overall system uncertainty~95% confidence!in the order of
10%. The overall uncertainty was dominated by the precision
limit.

Computational Method
For all six flames, the mean spectral radiation intensities were

first computed by adopting the mean property distributions along
the radiation paths ignoring TRI. The RTE was solved for various
non-homogeneous paths through the flames using the RADCAL
program with a narrow band radiation model@22,23#. The prop-
erties needed for the computations were taken from the experi-
mental data available in the literature@15–18# discussed briefly in
the next section.

Time and space series analyses that account for TRI were also
considered in present work. The instantaneous multipoint realiza-
tions of the scalar properties along the non-homogenous radiation
paths were simulated first by using the single point experimental
data and TASS analysis. Then, the instantaneousI l for that path
were calculated by using RADCAL. Finally the meanI l were
obtained from the 6000 simulated realizations for each radiation
path.

The TASS based computation, involving a tomography-like
procedure to determine the integral length scales (l I) along the
radiation paths, has been discussed in detail elsewhere@14# and
will only be briefly described here. In order to simulate instanta-
neous scalar realizations, the fluctuating value of a time varying
scalar at a specific spatial location is modeled as a linear combi-
nation of its nearby spatial values, its previous temporal value and
a random shock. The model parameters can be determined by the
two-time/two-point scalar correlations, which are assumed to be
exponent decaying. The measured single-point PDFs of scalar
properties in conjunction with prescriptions of the integral length
and time scales for scalar fluctuations are required as the model
inputs.

The integral time scales (t I) are determined using the Taylor’s
hypothesis as long as velocity data are available. For some cases,
however, the velocity data are not available. Thereforet I and l I
are determined separately. A least mean square~LMS! scheme
was developed in the present work to determine the best-fit inte-
gral scales. Spectral radiation intensities at two wavelengths were
considered in order to minimize the computational time. The pro-

Fig. 1 Geometry for measurement and calculation on spectral
radiation intensities

Table 1 Flame conditions †2‡

Flame Fuel mixture~by volume!

D ~burner
diameter!,

mm Re

Normalized
Stoichiometric
Flame Height

Lstoich/D

DLRIA 22% CH4 , 33% H2 , 45% N2 8 15200 64
DLRIB 22% CH4 , 33% H2 , 45% N2 8 22800 68
C 25% CH4 , 75% air 7.2 13400 47
D 25% CH4 , 75% air 7.2 22400 47
E 25% CH4 , 75% air 7.2 33600 47
H3 50% H2 , 50% N2 8 10000 36@15#
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cedure involved calculations of RMS values and power spectral
densities~PSD! for the spectral radiation intensities and is briefly
described as follows,

Step 1: Guessl I and t I so that a time series of instanta-
neousI l can be simulated.

Step 2: Obtain RMS and PSD from the simulated instan-
taneous values.

Step 3.1: Calculate the error square in RMS for selectedl1
andl2 .

Step 3.2: Calculate the error square in PSD forl1 andl2 .
Step 3.3: Calculate the weighted mean square error~e!.
Step 4: Check the least error criteria to iterate onl I andt I .

i.e.,

]e

] l I
50 and

]e

]t I
50⇒ l I ,t I (1)

When applying this scheme,l I and t I were determined succes-
sively and several iterations were required to reach the least mean
square error. This scheme can be extended if considering more
than two wavelengths.

The accuracy of the calculated spectral radiation intensities is
affected by the accuracy of the adopted scalar data. The uncertain-
ties in temperature and species (H2O,CO2) concentration mea-
surements are 3% and 4% respectively@17,18#. The computational
uncertainty resulting from this depends on wavelength and the
optical depth. As an example for a homogeneous segment of 10
mm within a diametric radiation path in flame DLRIA at x/D
560, the computational uncertainty in the emitted intensity was
estimated and described in the following. The mean scalar prop-
erties for this segment are temperature equal to 1838 K, mean
H2O mole fraction equal to 0.191 and mean CO2 mole fraction
equal to of 0.042. The resulting computational uncertainties in the
spectral radiation intensities atl51.81, 2.51, 2.72, 2.91, 4.31, and
4.54 mm are estimated to be 11%, 6%, 5%, 7%, 5%, and 10%
respectively.

Input Scalar Experimental Data
Figure 2 illustrates the temperature distributions in flames

DLRIA and B. The mean temperatures are within 50 to 100 K of
each other for the two flames. Atx/D520, the mean temperature
in these flames reaches a peak at a radial location aroundr /x
50.08, which defines the mean radial location of the flame sheet.
The mean temperature peak moves closer to the flame axis at
x/D545 and reaches the axis atx/D560 defining the flame tip.
The normalized temperature fluctuations (Trms/Tmean), which de-
fine the levels of turbulence in temperature and are the basis for
the TRI, are similar in flames DLRIA and B. The fluctuations in
the mean flame region are stronger than those near the flame axis
by up to a factor of 4.

Mean temperature distributions of flames C, D, and E are pre-
sented in Fig. 3. At the axial locations ofx/D530 and 45, the
mean temperature distributions are in a small range for the three
flames, even though the fuel flow rate increases significantly from
flame C to D and D to E. At the downstream location ofx/D
560, however, significantly higher temperatures can be observed
for the flames with the higher Reynolds number. For all the pi-
loted flames, the normalized temperature fluctuations reach their
peak values at a radial location away from the flame axis.

The temperature distributions of flame H3 are illustrated in Fig.
4. At x/D520, the mean temperature profile has a peak around
r /x50.06. The mean temperature peak is near or at the flame axis
for the two downstream locations. At all three axial locations, the
normalized temperature fluctuations in the region away from the
axis are stronger than those near the axis by factors of 2 to 4.

Results and Discussion
At each of the three axial locations in the 6 flames, spectral

radiation intensities were measured and calculated for many

chord-like paths. The mean spectral radiation intensities for the
diametric path (r /x50) and for one of the chord-like paths are
selected here for further discussion. At a fixed axial location, the
meanI l for the diametric radiation path are higher than those for
most of the chord-like paths, which are shorter. The mean inten-
sities for some chord-like paths that are near the flame sheet lo-
cation are higher than those for the diametric path. However, the
chord-like paths selected here are always farther out on the lean
side of the flame sheet therefore have lower mean intensities but
much higher relative RMS intensities compared to those for the
diametric path.

Measurements and calculations of spectral radiation intensities
for x/D520, 30, and 40 in flame H3 (H2 /N2) are illustrated in
Figs. 5–7. The results of the TASS based computations are pre-
sented together with the mean property calculations and experi-
mental data. The spectral radiation intensities for this dilute hy-
drogen flame, with 50% nitrogen by volume, are relatively low.
The 1.87 and 2.7mm bands of water vapor dominate the spectra.
In this flame, the combustion process is complete at approxi-
mately Lstoich/D536. Therefore, the measured meanI l at x/D
530 and 40 are almost identical and are 50% stronger than those
at x/D520. TheI l calculations ignoring TRI agree with the mea-
surements quite well for diametric paths therefore the effects of
TRI are not significant forI l leaving these paths. The MP ap-
proach seriously under-estimated the meanI l for the radiation
path leavingr /x50.09 atx/D520. The TRI enhanced the spec-
tral radiation intensities by about 80%. The TASS calculations,
however, successfully captured the TRI enhancements. The TRI

Fig. 2 Temperature distributions in flames DLR OA „circle… and
B „square…
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enhancements for the radiation path leavingr /x50.06 at x/D
530 andr /x50.05 atx/D540 were around 25%.

Measurements and calculations of spectral radiation intensities
for downstream locations atx/D520, 40 and 60 in the DLRIA
flame (CH4 /H2 /N2) are illustrated in Figs. 8–10. In this flame,
the spectra are dominated by radiation from water vapor and CO2 .
The measured meanI l at x/D540 are much higher than those at
x/D520. The I l at x/D560, which is near the stoichiometric
flame height (Lstoich/D564), are slightly higher than those at
x/D540. For the diametric paths at three axial locations, both the
mean property and the TASS based calculations agree with the
data. Thus, the effects of TRI are weak for the diametric paths.
For chord-like paths, where the meanI l are one third to half of
those for the diametric paths, the mean property method signifi-
cantly under-predicts the spectral radiation intensities for the 2.7
mm H2O/CO2 band and the long wavelength wings of the 4.3mm
CO2 band. Around the peak of the 4.3mm band, the experimental
data lie mostly between the TASS and MP results for the selected
chord-like paths. The reasons for the differences in the experimen-
tal data, the mean property and TASS based computations for the
diametric paths near the band center of the 4.3mm CO2 band
deserve further study. As illustrated in these figures, TRI are sig-
nificant for regions away from the axis for this flame, where the
turbulent intensities (Trms/Tmean) are higher.

Figures 11–13 demonstrate the mean spectral radiation intensi-
ties for the flame DLRIB, which has a 50% higher Reynolds num-
ber than the DLRIA flame. The stoichiometric flame height does
not change significantly (Lstoich/D568) due to the momentum-
controlled nature of these flames. In addition, the measured radia-

tion intensities remain almost constant in spite of the 50% in-
crease in the fuel input. This is a result of similar flame structure.
For the diametric paths, the calculated meanI l ignoring TRI
agree with the measurements quite well. For the paths away from
the flame axis, however, more than 50% under-prediction can be
observed indicating very strong TRI. Especially, the MP calcu-
lated meanI l from the 2.7mm H2O/CO2 band almost disappears
for the path atr /x50.12 mm atx/D560.

Measurements and calculations of spectral radiation intensities
for x/D530, 45 and 60 in the flame D~piloted CH4 /air) are
illustrated in Figs. 14–16. These spectra are also dominated by
radiation from water vapor and CO2 . Being close to the stoichio-
metric flame height (Lstoich/D547), the measuredI l are the high-
est atx/D545 and decrease on the upstream (x/D530) and the
downstream (x/D560) sides. For the diametric paths, the calcu-
lations based on mean properties under-predict the radiation inten-
sities by 5 to 20%. The present MP calculations for the diametric
path atx/D545 are in agreement with the results of Frank et al.
@2#. Up to 50% under-prediction is observed for paths away from
the flame center at all three heights. The calculations considering
TRI ~TASS!, however, match the experimental data very well for
all radiation paths. Thus, the effect of TRI is significant in this
flame.

Figures 17–19 and 20–22 present the spectral radiation inten-
sities for two additional piloted CH4/air flames with lower and
higher Reynolds numbers. There is no significant change in the
measured stoichiometric flame height because of the momentum-
controlled nature of this quantity. For chord-like paths at identical
radial locations and height above the burner, the measured radia-
tion intensities are greater for flame E than those for flame D,

Fig. 3 Temperature distributions in flames C „circle…, D
„square…, and E „triangular …

Fig. 4 Temperature distributions in flame H3
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which are greater than those for flame C. This is a result of the
increasing radial extent of the hot gas region with increasing Re
number as indicated by Fig. 3. The changes for diametric paths,
however, are small compared to the significant increases in the
fuel flow rate especially for the flames D and E. This is a result of
self-absorption of radiation over a longer path and effects of in-
creases in volumetric combustion rates by turbulence without an

increase in temperature. Similarly, the spectral radiation intensities
for the diametric paths were slightly under-predicted by the mean
property method. Significant under-predictions~50%!occurred for
paths away from the flame axis in both flames using the mean
property method. In contrast, the TASS provided significantly im-
proved estimates of TRI for all conditions.

Fig. 5 Spectral radiation intensities in flame H3 „x ÕDÄ20…

Fig. 6 Spectral radiation intensities in flame H3 „x ÕDÄ30…

Fig. 7 Spectral radiation intensities in flame H3 „x ÕDÄ40…

Fig. 8 Spectral radiation intensities in flame DLR OA „x ÕD
Ä20…
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Conclusions
In order to evaluate the effects of turbulence/radiation interac-

tions ~TRI! in non-sooting flames, spectral radiation intensities for
six well-documented flames burning various fuels and with differ-
ent Reynolds numbers were investigated experimentally and com-
putationally. The specific conclusions are as follows,

1! For all the flames studied, the mean spectral radiation inten-
sities for the diametric paths reach maximum near the axial loca-
tion corresponding to the stoichiometric flame height.

2! In the range of this study, the effect of Reynolds number on
the mean radiation intensities is not strong. This observation is
inconsistent with the scalar measurements.

Fig. 9 Spectral radiation intensities in flame DLR OA „x ÕD
Ä40…

Fig. 10 Spectral radiation intensities in flame DLR OA „x ÕD
Ä60…

Fig. 11 Spectral radiation intensities in flame DLR OB „x ÕD
Ä20…

Fig. 12 Spectral radiation intensities in flame DLR OB „x ÕD
Ä40…
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3! In these six flames, the effects of TRI are not significant for
regions near the flame axis. Therefore mean property approach for
radiation heat loss calculations is adequate for these paths.

4! In these six flames, the effects of TRI are significant for
regions away from the flame axis where the turbulent intensities

are higher. The stochastic time and space series simulation method
adapted in the present study successfully captured the effects of
TRI on meanI l for all the paths.
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Fig. 14 Spectral radiation intensities in flame D „x ÕDÄ30…
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Nomenclature

D 5 burner diameter
I l 5 spectral radiation intensities
Q̄ 5 time averaged heat loss/gain
r 5 radial distance
x 5 height above burner exit
l 5 wavelength

Fig. 17 Spectral radiation intensities in flame C „x ÕDÄ30…

Fig. 18 Spectral radiation intensities in flame C „x ÕDÄ45…

Fig. 19 Spectral radiation intensities in flame C „x ÕDÄ60…

Fig. 20 Spectral radiation intensities in flame E „x ÕDÄ30…
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Subscripts

a 5 absorption
e 5 emission
r 5 radiation
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Fig. 21 Spectral radiation intensities in flame E „x ÕDÄ45…

Fig. 22 Spectral radiation intensities in flame E „x ÕDÄ60…
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Bubble Nucleation on Micro Line
Heaters
Nucleation temperatures on micro line heaters were measured precisely by obtaining the
I-R (current-resistance) characteristic curves of the heaters. The bubble nucleation tem-
perature on the heater with 3mm width is higher than the superheat limit, while the
temperature on the heater with broader width of 5mm is considerably less than the
superheat limit. The nucleation temperatures were also estimated by using the molecular
cluster model for bubble nucleation on the cavity free surface with effect of contact angle.
The bubble nucleation process was observed by microscope/35 mm camera unit with a
flash light ofms duration. @DOI: 10.1115/1.1571844#
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Introduction
Device miniaturization evolved from IC-based micro-

fabrication technology has brought forth rapidly increasing impor-
tance of understanding fluid flow in micro channel and phase
change in micro geometry. Especially bubble nucleation on micro
heaters, which has been successfully utilized for bubble jet print-
ers@1#, has many potential applications of bubble powered micro
thermal machines@2#. Considerable studies on boiling process
have been performed so far with various metal surfaces for en-
hancing heat transfer@3#, with small diameter of metal cylinder
@4# related to enhancing the critical heat flux, and with a small
patch@5# for cooling electronic chip. However extensive study of
the boiling process on smooth surface in atomic scale is rare at
present. Therefore, for clear understanding of the mechanism of
bubble nucleation on micro heaters, more study is required for
future applications.

In this study, bubble nucleation and growth on micro line heat-
ers were investigated experimentally and theoretically. Two types
of micro heaters with different width of 3mm and 5mm but with
same length of 50mm and thickness of 0.523mm were utilized.
Dielectric liquids such as FC-72, FC-77, and FC-40 were em-
ployed as working fluids. DC voltage to the heaters was increased
in 0.01 V;0.1 V increment to obtain I-R~current-resistance! char-
acteristic curves for the heaters, from which the temperature for
bubble nucleation can be deduced. Bubble nucleation process was
also observed by using microscope/35 mm camera unit withms
duration flash light. Also the temperatures for the incipient bubble
nucleation were estimated by using the molecular cluster model
@6,7# for bubble formation.

A Vapor Bubble Formation Model Based on Molecular
Interactions

The essential element of the molecular cluster model for vapor
bubble formation is that the surface energy for the formation of
the critical cluster grounded at the molecular level is utilized
while keeping the kinetic formalism of the classical theory of
nucleation. In this model, it is also assumed that the driving force
for the clustering process is just the chemical potential difference
of liquid molecules between the saturated state and the metastable
one.

Employing the assumptions mentioned above, Kwak and Pan-
ton @6# obtained a stability condition of the critical cluster and the
corresponding free energy for the bubble formation. These are

2~P`2Pv!nc
1/35

Z«m

3 Y Vm (1)

Fnc5
Z«m

6
nc

2/3 (2)

The energy to separate a pair of molecules«m given in Eqs.~1!
and ~2! can be obtained when molecular properties such as ion-
ization potential, polarizability, and van der Waals’ diameter of
molecule are provided. If any cluster, an aggregate of the liquid
molecules in the metastable state meets the stability condition, the
molecules in the cluster vaporize spontaneously by breaking the
interaction between molecules.

Using the kinetic theory argument analogous to the condensa-
tion case, they also obtained the steady state nucleation per unit
volume. With the minimum free energy for the formation of the
critical cluster, Eq.~2!, the nucleation rate of the critical cluster,
Jnc(nuclei/cm3 s), is given by
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If we choose a level for the nucleation rate of the critical cluster,
Jnc , the Eq.~3! becomes a relation for determiningnc . With nc
and the molecular properties known, the vapor pressure,Pv and
the corresponding superheat limit is found from Eq.~1!.

For the case that liquid is in contact with a solid surface on
which no cavity exists, the nucleation temperature with consider-
ing the effect of contact angle may be obtained by the following
equation@8#.

T5
FncF

k Y F ln
CN21/3~j/F1/2!

Js
G (4)

whereC is the pre-exponential factor in Eq.~3!, and the factorsF
andj account for the volume and surface area truncation, respec-
tively of the bubble due to the contact angle, which are given in
Avedisian et al.@8#.

The surface nucleation rate may be obtained by using the fol-
lowing equation@9#.
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where Ṫ is the measured heating rate, which is about 5
3107°C/s for the micro line heater used in this study so that the
nucleation rate for the micro line heater employed is about
1013/cm2s.

Micro Line Heater

„a… Experimental Apparatus and Procedures. Two types
of micro line heater have been designed and fabricated by using
the standard IC process@10#. The polysilicon heaters fabricated on
the 0.8mm silicon dioxide layer with P-type prime wafer have
same length of 5060.1mm and thickness of 0.52360.004mm and
two different width of 360.1 mm and 560.1mm. No cavity was
found on the micro line heaters fabricated when we inspected
those with microscope and CCD camera. Two driving pads, which
connect with the line heater electrically, have dimension of 100
3100 mm2. The pads were made by deposition of aluminum film
with thickness of 0.7mm on the polysilicon pads. Schematic and
enlarged views of the micro line heater on the silicon wafer are
shown in Fig. 1.

A pressure tight test chamber as shown in Fig. 2~a! was made
acryl. Inner dimension of the chamber to hold working fluid is
30330310 mm3. Two 4 mm OD copper tubes that provide cur-
rent to the heater as well as working fluid to the chamber were
connected to the probe tips in the chamber through the two sides
of the wall. Two tungsten probe tips which have 25mm diameter
end were contact with the aluminum film pads. The other ends
whose diameter is 0.5 mm were forced to contact with the copper
tube inside the chamber as shown in Fig. 2~b!.

Fluorinert liquids such as FC-72, FC-77, and FC-40 were em-
ployed as working fluids. However methanol and ethanol turned
out to be not appropriate for working fluid to the polysilicon

heater. In fact, once the heater was wetted by methanol or ethanol,
the heater was damaged permanently or resistance of the heater
became infinity.

DC-voltage current standard~Yokogawa 2553!was used to sup-
ply current to the heater. The current and voltage to the heater
were monitored simultaneously. Calculated heater resistances ob-
tained by this measurement were also compared to the values by
direct measurement. DC voltage to the heater was increased by
0.1 V increment to obtain current resistance~I-R! characteristic
curve for each heater-liquid combination, from which the tem-
perature for bubble nucleation on the heater-liquid system can be
deduced. More fine increment of 0.01 V was employed near the
nucleation point to measure the bubble nucleation temperature
accurately. Experiments were carried out under room temperature
condition of working fluids. At each interval of experiment, which
was approximately 5 min, wait for 10 s or so to see whether
bubble formation occurs. Such interval of 5 min is enough to
maintain the liquid temperature at room condition.

Bubble nucleation process was also observed by using
microscope-CCD camera or microscope-35 mm camera unit with
a flash~Palflash 501!of ms duration.

„b… A Model for Micro Line Heaters. The heater works
when a current is applied through the two driving pads that have
much larger volume than that of the heater. The silicon substrate
beneath the silicon dioxide layer acts as heat sinks. Applying the

Fig. 1 Schematic „a… and enlarged „b… view of micro line heater

Fig. 2 Schematic of acryl chamber and tungsten probe tip
contacting on driving pads
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energy conservation to the differential element in the heater,
one may obtain the following heat diffusion equation for the
heater@10#.
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The steady state solution of Eq.~6! can be obtained with appro-
priate initial and boundary conditions@10#. The temperature dis-
tribution along the line heater at the steady state by solving Eq.~6!
is given by@10#
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The resistance of the heater can be obtained by considering the
power dissipation in the heater. That is
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whereT̄ is the average temperature of the line heater and is given
by

T̄5
1

L E0

L

Tdx5Tr2~Tr2T`!tanhSA«

2
L D Y A«

2
L (10)

Of course, the theoretical solution of the heat diffusion equation
for the micro line heater and consequently the resistance heater at
steady state given in Eq.~8! and ~9!, respectively, were obtained
with assumption that both ends of the line heater remain at an
ambient temperature during heating process. This assumption was
confirmed to be reasonable by a finite element analysis@11#. How-
ever large heat flows from heater to the pads because there exists
large temperature gradient at the boundary@12#. Therefore, the
nucleation temperature was determined by fitting the theoretical
I-R curve to the measured I-R curve with adjusting the property
values of polysilicon heater such asr0 and z. This procedure,
which is a key element in this study, is crucial to measure the
correct temperature for bubble nucleation on the heater.

Results and Discussions
Measured I-R characteristic curve up to the bubble nucleation

point for the 3mm-width heater in FC-72 is shown in Fig. 3. The
corresponding theoretical I-R curve which is fitted closely to the
measured one by adjusting the variables such as polysilicon resis-
tivity ( r055.931024 V-cm) and its temperature coefficient (j
50.7531023/°C) is also shown in Fig. 3. Hardly one can obtain
such closely fitted curves by adjusting the variables related to the
heat transfer mechanism@11#. With these adjust values ofr0 and
j, one can obtain the accurate nucleation temperature, which is
shown in Fig. 4. For the heater with 5mm-width, the measured
and theoretical I-R curves are shown in Fig. 5. The temperature
distribution along the line heater at the bubble nucleation point is
also shown in Fig. 6. Drastically different nucleation temperatures
for the different width heaters were obtained. For the 3mm-width
heater, the bubble nucleation temperature 430.4 K is certainly
greater than the superheat limit of FC-72, 421.0 K by 9.4°C. On

the other hand, for the 5mm-width heater, the nucleation tempera-
ture 389.7 K is less than the superheat limit by as much as 31.3°C
where heterogeneous nucleation might take place. The measured
nucleation temperatures on the micro line heater in FC-72 are
certainly lower than that of 451.2,~the critical temperature of
FC-72!obtained by Lin et al.@11#. The measured temperature by
us may be the minimum temperature for bubble nucleation at
given conditions. In fact, it has been found that the bubble nucle-
ation temperature on the Ta/Al micro heater immersed in water
depends crucially on the applied heating rate@9#.

Same experiment was done with another fluorinerts such as
FC-77 and FC-40 and similar results were obtained. The measured
nucleation temperatures along with the superheat limit calculated
by the molecular cluster model@6# and the thermodynamic limit
estimated by the Berthelot equation of state@13# are given in
Table 1. The adjusted values of resistivity and its temperature
coefficient for liquid-heater combinations to obtain the nucleation
temperature are also given in this table. Only slight change in the

Fig. 3 Calculated „ … and experimental „d… I-R characteris-
tics for the polysilicon heater of 50 Ã3Ã0.523 mm3 in FC-72. The
theoretical characteristics was obtained with r0Ä5.90
Ã10À4 V-cm and jÄ0.75Ã10À3Õ°C.

Fig. 4 Steady state temperature distribution along the 3 mm-
width line heater at the current of 13.45 mA
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resistivity and its temperature coefficient values depending on the
liquid-heater combinations employed can be seen. It should be
noted that the uncertainty in the width of heater,60.1 mm gives
substantial error of620°C for the 1mm-width and of610.0°C

for the 3mm-width heater but error of62.0°C for the 5mm-width
heater in the measurement of the nucleation temperature. Also the
heater temperature is very sensitive to the input current for such
narrow width heater, for example, 0.5 mA increase in the current
yield 30.0°C increase in heater temperature for 1mm-width
heater. This is a reason why we did not use 1mm-width heater in
this experiment. The uncertainty in the thickness of heater,
60.004mm and the uncertainty in the current to the heater,60.05
mA give error of61.0°C respectively so that the total uncertainly
in the measurement of the nucleation temperature for the 3mm-
width heater is about612°C. The total uncertainty in the mea-
surement of the nucleation temperature for the 5mm-width heater
is only 63°C under the same uncertainty in the variables con-
cerned. However, the comparison of electrical resistance between
measurement and the calculation values by the relationR
5r0L/(wzh) at the ambient temperature provides us the dimen-
sion of heater, 50mm33.1mm30.527mm for 3 mm-width heater
and 49.9mm35.1 mm30.527 mm for 5 mm-width heater. The
estimated nucleation temperatures with these dimensions of
heater, which are listed in Table 1, certainly reduce error in the
measurement of heater temperature considerably.

Even with taking account of the error in the nucleation tempera-
ture measurement, bubble nucleation on the 3mm-width heater
was found to occur above the superheat limit of liquid. This ob-
servation indicates that enough liquid volume evaporated is
needed for bubble formation so that thinner width heater needs
higher nucleation temperature and consequently sufficient evapo-
rated volume for nucleation@14#. For 2mm-width heater Lin et al.
@11# have observed that bubble nucleates at near the critical tem-
perature of liquid.

Apparently heterogeneous nucleation even on a cavity free sur-
face takes place on the 5mm-width heater. With the nucleation
rate of 1011– 1013/cm2 s, the nucleation temperatures depending
on contact angle, which are obtained by Eq.~4! are shown in Fig.
7. With a contact angle of 110 deg, which supposed to be reason-
able for such well wetted liquids, the nucleation temperature turns
out to be good agreement with the measured values as shown in
Table 1. Note that the minimum surface temperature required for
bubble formation in water on a 65mm365 mm heater element
used in commercial thermal ink-jet printers is about 178.9°C@9#,
which is also certainly far below the superheat limit of water
while the highest nucleation temperature measured was 560 K at
the heating rate of 0.253109°C/s. One may obtain the homoge-
neous superheat limit at the contact angle of 0 deg, as shown in
Table 1. For the cases shown in Fig. 7, appropriate nucleation rate
values were employed to obtain smooth nucleation temperature
curve up to the boiling point. The nucleation rate values are
1013/cm2 s for FC-72, 1012/cm2 s for FC-77 and 1011/cm2 s for
FC-40. Note that the ionization potential for the fluorinerts, which
are not available at present, were estimated so that the nucleation
temperature at the contact angle of 180 deg becomes the boiling
point of liquid as shown in Fig. 7, which was suggested by Ave-
disian @9#. The polarizability of working fluids was obtained byFig. 6 Steady state temperature distribution along the 5 mm-

width line heater at the current of 18.34 mA

Fig. 5 Calculated „ … and experimental „d… I-R characteris-
tics for the polysilicon heater of 50 Ã5Ã0.523 mm3 in FC-72. The
theoretical characteristics was obtained with r0Ä6.09
Ã10À4 V-cm and jÄ0.80Ã10À3Õ°C.

Table 1 Measured nucleation temperature depending on heater width in various fluorinerts
and the liquid superheat limits estimated by theoretically.

Liquids

Heater
width
~mm!

Measured
Nucleation

Temperature~K!

Superheat
Limit,
TS (K)

Adjusted resistivity** , r0 (V-cm)/
and temperature coefficient,j~/°C!

FC-72 3 430.4 421.0
~414.6* !

5.9031024/0.7531023

5 389.7 6.0931024/0.8031023

FC-77 3 467.8 473.2
~458.7* !

5.9031024/0.7831023

5 424.5 6.1131024/0.7931023

FC-40 3 515.7 515.8
~499.2* !

5.9131024/0.8031023

5 464.2 6.0931024/0.8431023

*Calculated from the Berthelot equation of state.
** Listed values of resistivity and temperature coefficient for polysilicon are 7.531024 V-cm and 1.231023/°C respectively
@Lin and Pisano, 1991#.
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Lorentz-Lorenz formula@15#. The temperature dependence of the
saturated liquid density and the effective diameter of the mol-
ecules were estimated by the Gunn-Yamada@16# method. To esti-
mate the vapor pressure dependence on pressure, a corresponding-
states formula by Dong and Linhard@17# was employed.

As has been observed in the previous study by Lin et al.@11#,
the liquid around the heater turns out to be white before the
bubble nucleation occurs. This may be due to the evaporation of
liquid adjacent to the heater. A series of bubble nucleation, growth
and subsequent collapse processes were visualized when the volt-
age of 3 V was applied to the 5mm-width heater in FC-72. A
delay generator~SRS DG535!with zitter of 50 ps only supplied
the current to the heater and voltage signal to the flash~Palflash

501, pulse duration, 0.5ms! with an appropriate delay. The dura-
tion of current applied to the heater was about 200ms and the
exposure time of 35 mm camera was 50;100 s. As shown in Fig.
8~a! the bubble continues to grow until heat supply to the heater
stops. After the heat discontinues, the bubble turns to decrease and
finally collapses. The period of growth is almost same as that of
collapse. As clearly seen in first two frames of Fig. 8~a!, when a
spherical bubble formed from the spheroidal shape of superheated
liquid layer above the heater, the bubble dimension shrank be-
cause the evaporated liquid which covers the heater broadly accu-
mulates to become a bubble. This finding suggests that a bubble
can form on the micro line heater if enough evaporated volume
above the heater is created@14#. Also the measured bubble nucle-
ation time of 30ms is good agreement with the predicted value by
Oh et al. @16#. Note that the average temperature achieved at
steady state, which was measured by a bridge circuit and a dy-
namic amplifier is about 433.0 K@18#. This measured value is
much higher than the minimum temperature for bubble nucleation
as shown in Fig. 6. In Fig. 8~b! side view of the bubble growth for
the case of applying longer duration of current of 13.56 mA~3 V!
to the 3mm width heater is shown. The bubble nucleation tem-
perature in this case is about 430.4 K as shown in Fig. 4.
Microscope/CCD camera unit was employed to take these pic-
tures. About 30 ms was taken until the bubble grows to become
the length of the heater.

At the time of nucleation, 30ms, the bubble radius estimated by
this correlation is about 4.5mm. The number of molecules inside
the very first bubble, 1010 molecules estimated by the ideal gas
law suggests that the bubble may be formed from the evaporated
volume of zcw

2, which is about 2310218 mm3 for 3 mm-width
heater. Assuming that the bubble can nucleate with this minimal
amount of evaporated volume, smaller width heater needs more
larger evaporated layer thickness for bubble formation.

Conclusion
The bubble nucleation temperatures on the micro line heater

were measured precisely by obtaining the I-R characteristic curves

Fig. 7 Predicted nucleation temperature with contact angle for
FC-72, FC-77, and FC-40 with the nucleation rate values of 10 13,
1012 and 1011Õcm2 s respectively

Fig. 8 Bubble nucleation and growth when a finite current pulse of 200 ms is applied „a… and
bubble nucleation and growth when longer duration of current is applied to the heater „b…
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of the heater. The nucleation temperature on the 3mm-width
heater is higher than the superheat limit estimated by molecular
cluster model for bubble nucleation by 6;10°C, which could be
also predicted by analytically. On the other hand, the activation
temperature for nucleation on the 5mm-width heater is consider-
ably less than the superheat limit of liquid, where heterogeneous
nucleation may occur. The measured temperature for the hetero-
geneous bubble nucleation are in close agreement with the values
estimated by using the molecular cluster model as applied to a
surface with appropriate value of contact angle. In addition, the
bubble nucleation time of 30ms, predicted by the previous analy-
sis for the micro line heater has been confirmed by the visual
observation of microscope/35 mm camera unit with a flash ofms
duration, so that one can predict the bubble nucleation process on
the heater reasonably with the molecular cluster model for bubble
formation.

Nomenclature

As 5 heater area
Cp 5 heat capacity of polysilicon heater~700 J/kg•°C!
Fn 5 free energy needed to form n-mer cluster

h 5 convection heat transfer coefficient~284 W/m2/°C!
Ji 5 current density
Jn 5 nucleation rate of n-mer cluster per unit volume
Js 5 nucleation rate per unit area
kB 5 Boltzmann constant
kp 5 conductivity of polysilicon heater~34 W/m/°C!
ks 5 conductivity of silicon dioxide layer~1.4 W/m/°C!
L 5 heater length
m 5 mass of molecule
n 5 number of molecules in a cluster
N 5 number density

pv 5 vapor pressure
p` 5 ambient pressure
R 5 gas constant

Rp 5 resistance of heater
s 5 thickness of silicon dioxide layer
T 5 temperature of liquid

Tf 5 melting temperature of liquid
Ts 5 superheat limit of liquid

Vm 5 effective molecular volume of liquid
w 5 heater width
zh 5 heater thickness
Z 5 coordination number

Greek Letters

b 5 accommodation coefficient
DHvap 5 enthalpy of evaporation

DH f 5 enthalpy of fusion
«m 5 energy needed to separate a pair of molecules

j 5 temperature coefficient of resistivity~0.0012°C!
r0 5 resistivity of polysilicon heater (7.4231026 ohm-m)
rp 5 density of polysilicon heater (2.323103 kg/m3)

Subscript

c 5 critical cluster or critical size bubble
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1 Introduction
The effective thermal conductivity,ke , rigorously defined on

the basis of the local volume averaging method@1#, is an impor-
tant parameter in porous media. Its proper evaluation has been of
interest for a wide range of engineering problems such as packed
bed catalytic reactors@2–4#, drying processes@5,6#, processes in-
volving transpiration cooling@7#, in a nonisothermal catalyst pel-
let, in the thermal process of oil recovery and in a variety of other
technologies@8–12#. The problem of determining the effective
thermal conductivity of a saturated porous medium has been in-
vestigated in literature by various authors and many theoretical
and numerical solutions have been proposed@13–18#. The results
available demonstrate that theke value is influenced by several
parameters such as:~i! the thermal and mechanical properties of
the multiphase porous medium,~ii! the phase volumetric fractions,
and ~iii! the geometrical shape and the spatial distribution of the
solid matrix and, in particular, the contact area between the solid
particles.

Due to the great number of the parameters involved in theke
evaluation and their wide variability, it is extremely difficult to
formulate a model that completely defines the effective thermal
conductivity. Recent research tends to simplify the porous media
structure and provide some useful applicative results. In fact, as
reported in@19,20#, the effective thermal conductivity of random
arrangement of solid particles fully saturated by a single phase
fluid presents two limits, the thermal conductivities of the solid
and liquid phase and the applied pressure being the same. The
upper bound can be obtained considering face-centred cubic
packed beds of monosize spheroids~FCC!, whereas the lower
bound can be represented by simple cubic packed beds~SC!using
the same spheroids. Even if the applications of these packed bed
configurations are restricted, their analysis allow to point out all
the variables involved in the problem description and to develop
theories that could be extended to study more complex packed
beds such as the random ones.

In @15# a theoretical model is presented to predict the effective
thermal conductivity of simple cubic~SC! and body-centered cu-
bic ~BCC! packed beds made up of stainless steel spheroids satu-
rated with a single phase fluid as a function simultaneously of~i!

the thermal conductivity of each phase,~ii! the structure of the
solid phase,~iii! the contact resistance between the unconsolidated
particles~as a function of the superficial roughness of the sphe-
roids! and ~iv! the mean applied pressure on the packed bed.

Unfortunately, experimental data of the effective thermal con-
ductivity of stainless steel spheroids packed beds as a function of
all the above-mentioned influence parameters are not available in
literature. Consequently, in@15# only a qualitative comparison of
the numerical results with the experimental data available in lit-
erature was carried out.

For this reason, in the present work, the authors have designed
and built an experimental apparatus able to measure the effective
thermal conductivity of porous media as a function of the most
important influence parameters accurately measured.

Furthermore, because of the calculative difficulty of the three-
dimensional model reported in@15#, the authors propose a new
numerical two-dimensional simplified model comparing the nu-
merical results with the experimental data.

2 Experimental Apparatus
The experimental apparatus, reported in Fig. 1, is a hybrid ar-

rangement of two typical measurement configurations of the ther-
mal conductivity that are:~i! the heat flowmeter and~ii! the
guarded hot plate instrument. The apparatus measures the effec-
tive thermal conductivity on the base of one-dimensional steady
state comparative method. Energy is supplied at the top of the
apparatus by means of electrical resistance and it is withdrawn
using a water cooling system at the bottom~Fig. 1~a!!.

The packed bed is bounded, both above and below, by two
structures made up of reference material~Foamglas®!between
two copper parallel plates~Fig. 1~b!!. The dimensions of the mea-
surement chamber are large enough to allow the arrangement of a
great number of spheroids, assuring a valid effective thermal con-
ductivity measurement from a statistical point of view and in ac-
cordance to the Representative Elementary Volume~REV! defini-
tion @5,21#. The choice of a parallelepiped as measurement
chamber~with a base of 19.5319.5 cm2 and a height of 15 cm!
allowed the authors to test theoretically different cubic intercon-
nected pack arrangements such as simple and face-centered cubic
ones.

Under the above mentioned hypotheses and neglecting the
cross-sectional area variation, the effective thermal conductivity,
ke can be evaluated as:
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ke5
1
2 •~keus1keu i ! (1)

with

keus5kFus•
TP42TP3

TP32TP2
•

Lm

Lus
(2)

keu i5kFu i•
TP22TP1

TP32TP2
•

Lm

Lu i
(3)

wherekFus and kFu i are the Foamglas® thermal conductivity of
the upper and lower structure respectively evaluated at their mean
temperature,Lm is the packed bed height,Lus and Lu i are the
thickness of the upper and lower comparative material respec-
tively, andTP j is the temperature of thePj

th copper plate~Fig. 1!.
As stated by Eq.~1!, the thermal conductivityke in the packed

bed is evaluated as the arithmetic average of theke obtained by
equating the heat fluxes measured at the top, middle and at the

bottom of the sample. In order to assure both one dimensional
heat transfer and heat flux differences smaller than 3 percent, a
thermal guard system was built around the measurement chamber
~Fig. 1~a!!.

The copper plate temperatures are measured by means of min-
iaturised Pt100 resistance thermometers inserted in 2 mm holes at
the center of each 1 cm thick plate. These resistance temperature
detectors were calibrated using a thermostatic bath at the Labora-
tory for Industrial Measurements~LAMI! at the University of
Cassino. The bath is characterized by a stability of 0.005°C and an
uniformity of 0.02°C and a Pt25 transfer standard~with an uncer-
tainty equal to 0.014°C! directly traceable to the National primary
standards. The calibration curves were obtained on the basis of 7
calibration points in the range 0 to 80°C using the generalized
least squares technique@22,23#. The combined standard uncer-
tainty was equal to 0.08°C in the above mentioned temperature

Fig. 1 „a… The experimental apparatus; and „b… Measurement chamber
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range. The acquisition data system, interfaced by means of a RS-
232C connector to a personal computer, allows a scan interval
equal to 1 minute.

Concerning the porous medium, the experimental tests were
carried out on two different packed bed structures~SC and FCC!
of steel spheroids. The spheroid diameter was chosen considering
that in traditional studies of heat conduction in porous media@24#
relatively small particles are used in order to neglect the effects of
radiation, and the sample dimensions are chosen so that one-
dimensional heat flux is achieved. On the other hand, if the di-
mensions of the spheroids are too small, it would be difficult to set
up a particular interconnected pack arrangement. For this reason,
the diameter of the spheroids was chosen equal to 19.05 mm in
order to overcome the above mentioned difficulties and, to allow a
manual positioning of the spheres in the packed bed. The radiative

contribution to the heat transferred can be estimated by applying a
parallel plate gray body model of conductive and radiative heat
transfer. The ratio of radiative transfer to conductive transfer can
then be evaluated as@21#:

radiation

conduction
'

4Ã«Tm
3 D

ke
(4)

whereÃ is the Stefan-Boltzmann constant;« is the spheroid emis-
sivity ~assumed equal to 0.1!, Tm is the packed bed mean tempera-
ture ~assumed equal to 310 K!,ke represents the measured effec-
tive thermal conductivity~whose order of magnitude is assumed
equal to 1.0 W m21 K21! andD is the spheroid diameter. Conse-
quently, the ratio of radiative transfer to conductive transfer is less
than 2 percent. The thermo-physical properties of the materials
used in the apparatus are reported in Table 1.

Regarding the steel 100Cr6 constituting the spheroids, four
sample sets with different superficial characteristics were used. In
order to have a wide experimental range, the peak height standard
deviation surface roughness,s, varies from the value after a lap-
ping machining~s50.02 mm! and the one referred to a grinding
surface machining~s51.2mm! ~Fig. 2!. The superficial roughness
of the spheroids has been measured using a Talysurf profilometer
with a vertical resolution of 0.8 nm, and a data sampling interval
in a horizontal direction of 0.25mm. Typically, three traces ran-
domly distributed on the spheroid surface were determined for
three different spheroids obtained through the same machining

Fig. 2 Surface roughness and mean absolute slope of the spheroids used in the analysis: „a…
lapped spheroids „sÄ0.02 mm and mÄ0.0017…, „b… prelapped spheroids „sÄ0.11 mm and
mÄ0.0054…, „c… hard grinded spheroids „sÄ0.96 mm and mÄ0.0231…, and „d… soft grinded sphe-
roids „sÄ1.20 mm and mÄ0.0270…

Table 1 Thermo physical and mechanical properties of the
materials constituting the apparatus

Material
Thermal conductivity

k/~W•m21
•K21!

Young modulus
E/~MPa!

Poisson ratio
n

Foamglas® 1.5•1024
•T/°C14•1022

¯ ¯

Copper 398 ¯ ¯

100Cr6 Steel
~spheroids!

60 200000 0.30
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process. Furthermore, a three-dimensional Finite Element Method
~FEM! code@25# was used both in the design and in the charac-
terization of the experimental apparatus and to verify the heat flow
to be one-dimensional and constant@26#. In particular, an order of
magnitude of the characteristic response time was found to be
circa 60–70 hours.

2.1 Experimental Uncertainties of the Apparatus. The
estimation of the measured effective thermal conductivity depends
on different parameters as reported in Eqs.~1–3!. The correspond-
ing standard uncertainty,u(ke), is evaluated by considering the
standard uncertainties of the input quantities, (]ke /]xi)•u(xi),
where (]ke /]xi) are the sensitivity coefficients of each parameter
or physical quantityxi (kFub ,DTb ,DTm ,Lm ,Lub) @27#. Applying
the above mentioned procedure in the hypothesis of uncorrelated
variables, the combined standard uncertainty can be evaluated as:

u2~keub!5S ]keub
]kFub

D 2

•u2~kFub!1S ]keub
]DTb

D 2

•u2~DTb!1S ]keub
]DTm

D 2

•u2~DTm!1S ]keub
]Lm

D 2

•u2~Lm!1S ]keub
]Lub

D 2

•u2~Lub!

(5)

where b is equal tos or i as the upper or lower structure is
considered,DTm is the temperature drop across the measurement
chamber (TP32TP2), DTb is the temperature drop across theb
structure.

As regards the standard uncertainties of the temperature and the
temperature differences, it must be pointed out that:

• the temperature uncertainty is evaluated on the basis of four
different contributions such as~i! calibration uncertainty
~0.08°C!, ~ii! copper plate temperature uniformity~0.01/
~2)!°C, obtained from the numerical simulations carried out
for the characterization of the experimental apparatus!, ~iii!
copper plate temperature stability~0.2/~2)!°C, evaluated
considering the maximum oscillation amplitude experimen-
tally observed at operating conditions in the middle point of
each copper plate!, and ~iv! the data acquisition system un-
certainty for the Pt100 electrical resistance~0.02V!.

• only in the evaluation of the temperature difference uncer-
tainty, the presence of correlation must be considered. In fact,
~i! the temperature sensors were made by the same manufac-
turer and they belong to the same production lot,~ii! the
temperature sensors were calibrated at the same time using
the same primary standard,~iii! the stability and uniformity
uncertainties of the temperature sensors have the same order
of magnitude, and~iv! the time drift of the acquisition data
system is the same for all the temperature sensors. For these
reasons, considering that the correlation factor increases as
the temperature drop diminishes and that the observed tem-
perature differences are lower than 20°C, the authors assume
a correlation factor equal to 0.7.

In order to minimize the uncertainty in the evaluation of the thick-
ness of the reference material, since it is a porous medium, the
thickness of the copper plates is determined in several points~15
points!, using a three-dimensional coordinate measuring machine
~CMM! with an uncertainty equal to 3.0•(11L/m) mm whereL
is the measured thickness. Subsequently, under the same load con-
ditions, the thickness of the sandwich structure is measured. From
the difference of the measurements obtained, on the basis of@27#,
it was possible to determine the reference thickness and the cor-
responding uncertainty. Using the same CMM, it was possible to
verify the hypothesis of the constant area assumed for the four
copper plates. For example, in Table 2 the standard uncertainties
of the input variables are reported for the case of face-centered
cubic packed beds of lapped spheroids.

This table shows that the most important contribution to theke
uncertainty is related to the temperature drop across the measure-
ment chamber. In order to reduce such contribution the authors
intend to improve the experimental apparatus using Pyrex as ref-
erence material. In this way it is possible to reduce the uncertainty
in the evaluation ofDTm because this parameter increases.

By using the procedure reported in@27#, in order to estimate the
uncertainty budget for Eq.~1!, it is possible to obtain a maximum
uncertainty in the evaluation of the measured effective thermal
conductivity. This uncertainty is equal to 0.025 W m21 K21 ~cor-
responding to a relative uncertainty of 4.7 percent! for the FCC
packed beds and to 0.016 W m21 K21 ~corresponding to a relative
uncertainty of 4.4 percent! for the SC packed beds in the whole
experimental range.

3 Numerical Model
The effective thermal conductivity was defined in@1# on the

basis of the local volume averaging method. This methodology
allows one to analyze the temperature distribution only in an el-
ementary cell~Fig. 3!. A three-dimensional model was used in
@15# to evaluate the effective thermal conductivity of simple cubic
and body-centred cubic packed bed of stainless steel spheroids as
a function of the thermal conductivity of each phase, the structure
of the solid phase, the contact resistance between the non-
consolidated particle and the applied pressure. It is important to
point out that the combined thermal and mechanical three-
dimensional model is very expensive from a calculative point of
view. Consequently, the authors propose a new two-dimensional-
axisymmetric model that takes into account a detailed description
both of the mechanical contact of the curved rough surfaces of the
spheroids and of the heat transfer in an equivalent unit cell.

The new model proposed in this paper is based on the simpli-
fied hypothesis that for regular sphere arrangement and forks
@ka , whereks andka are the thermal conductivities of the steel
spheroids and air respectively, the influence of the spheroids spa-
tial distribution on the three-dimensional thermal field, and con-
sequently on the effective thermal conductivity, can be neglected,
once the mechanical contact has been correctly simulated as a

Table 2 Uncertainty analysis of the effective thermal conductivity experimentally evaluated in
the case of face-centered cubic packed beds of lapped spheroids

Quantity
Standard

uncertainty
Contribution to the combined

standard uncertainty

xi u~xi) ui~ke!/W m21 K21 ui~ke!/ke 102

kFus50.048 W m21 K21 1.2 1023 W m21 K21 0.018 2.68
kFui50.044 W m21 K21 1.1 1023 W m21 K21 0.016 2.32
DTs524.00°C 0.1°C 0.0023 0.34
DTi522.64°C 0.1°C 0.0021 0.31
DTm51.82°C 0.06°C 0.028 4.2
Ls54.05 1022 m 3.0 1024 m 0.0053 0.79
Li54.06 1022 m 3.0 1024 m 0.0046 0.68
Lm54.6 1022 m 1.0 1023 m 0.014 2.17

696 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



function of the load and of the solid matrix structure. Under the
above mentioned hypotheses an equivalent two-dimensional cell
can be defined as shown in Fig. 4. The first dimension,D, is
determined in accordance with the spheroid diameters, and the
second dimension,B, on the basis of the three-dimensional cell
porosity. In fact, the two-dimensional modified elementary cell
presents the same porosity value of the corresponding three-
dimensional elementary cell. For this reason, the dimensionB in
theSC packed bed is greater,B/D>0.56, than the corresponding
one in the FCC configuration,B/D>0.46, ~Fig. 4!.

As regards to the contact mechanics, the contact pressure dis-
tribution p(r ) and the contact radiusa, ~Fig. 4!, have been evalu-
ated by means of an iterative methodology, similar to those re-
ported in @28,29#. The main difference between these and the
present procedure is that an elasto-plastic model is here intro-
duced to describe the asperity deformation for spherical surfaces,
while in @28,29# only an elastic deformation is considered. The
use of the elasto-plastic model is necessary in accordance to the
evaluation of the plasticity indexC @30# for the four profiles
~Table 3!. In fact, on the basis of the applied load, the elasto-
plastic contribution to the total contact area varies from 54 percent
~lapped spheroids! to 99 percent~soft grinded spheroids!.

The present model is based on an equivalent contact between a
smooth deformable sphere and a rigid rough plane@28#. The
equivalent smooth sphere radiusR can be evaluated as@28#:

1

R
5

1

R1
1

1

R2
(6)

whereR1 and R2 are the radii of the two spheroids in contact.
During the contact, each asperity of heightz, modeled with a
spherical summit of constant radius, measured from the peak
height mean line, is flattened by an amountw(r ,z) ~Fig. 5!:

w5w~r ,z!5H z2g~r ! for z.g~r !

0 for z<g~r !
(7)

where g(r ) is the separation between the rough surface peak
height mean line and the smooth equivalent sphere, and can be
written as@29#:

g~r !5g01
r 2

2R
1S~r ! (8)

whereS(r ) is the axial deformation of the equivalent sphere of
radiusR, r is the contact radial coordinate, andg0 is the distance
between the undeformed sphere and the peak height mean line at
the contact center~Fig. 5!.

As mentioned before, three different deformation regimes of the
asperities in contact~elastic, elasto-plastic and plastic! can be ob-
served in the problem examined. Transition from the elastic to the
elasto-plastic regime is obtained for a value of the deformationw
equal to@31#:

wt15S 3plH

4E* D 2

r (9)

wherel'0.4 for metallic materials@31#, r is the equivalent peak
summit curvature radius equal to:

1

r
5

1

r1
1

1

r2
(10)

wherer1 andr2 are the peak curvature radii of the two spheroids
in contact,H is the Brinell microhardness of the softer material,
and @28#:

1

E*
5S 12n1

2

E1
1

12n2
2

E2
D (11)

Fig. 3 Elementary cell in a) SC and b) BCC packed beds

Fig. 4 Modified elementary cells adopted in the numerical
model

Table 3 Micro-geometrical properties of the spheroids

s* /mm m* C

Lapped spheroids 0.03 2.4 1023 1.08
Pre-lapped spheroids 0.16 7.6 1023 1.99
Hard-grinded spheroids 1.36 3.3 1022 4.32
Soft-grinded spheroids 1.70 3.8 1022 4.69
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Transition from the elasto-plastic to the fully plastic regime is
reached at the value@31#:

wt25K•wt1 (12)

whereK is a factor that can be experimentally determined@28#. In
the present paper, the authors report the relationship proposed in
@32# to estimate its value, which relatesK to all the variables that
influence the mechanical behavior of the surface:

K5
E*

H S r

s* D 0.5

(13)

wheres* is the square root of the sum ofs2 for each profile in
contact.

Introducing a statistical Gaussian distribution for the peak
heightF(z):

F~z!5NA

1

s* A2p
expF2

1

2 S z

s* D 2G (14)

where

NA5
1

2pE
z50

1` 1

s* A2p
expF2

1

2 S z

s* D 2G•~2rz2z2!dz

(15)

is the number of peaks per unit area@32,33#, the contact pressure
p(r ), is equal to

p~r !5E
z5g~r !

1`

F~r ,z!F~z!dz (16)

where the force acting on the single peak of heightz, F(r ,z), is
equal to ~i! 4/3E* •Ar•w3/2 in the elastic regime (w,wt1)
@28,31#,~ii! 2prH•w in the plastic regime (w.wt2) @28,31#, and
~iii! Fep(r ,z) in the elastoplastic regime (wt1<w<wt2):

Fep~r ,z!5Pep•Aep (17)

wherePep andAep are the elastoplastic contact pressure and area
respectively.

The material is assumed to be homogeneous and isotropic and
these characteristics are preserved during the deformation, there-
fore the derivatives of the mechanical properties should be con-
tinuous in the hypotheses of absence of phase changes or material
inclusions. By assuming for the elastoplastic pressure an elliptical
functional relationship@32,33#

Pep5@d11Ad2
22d3

2~w2wt2!2# (18)

where

d15
H

2

3•p•r•H•Awt1

r
~l221!12lE* ~wt22wt1!

3•p•r•H•Awt1

r
~l21!1E* ~wt22wt1!

d25H2d1 (19)

d35A2

3

E* ~lH2d1!

pArwt1•~wt22wt1!

and for the elastoplastic area a polynomial functional relationship
@31#:

Aep5p•r•w•F113•S w2wt1

wt22wt1
D 2

22•S w2wt1

wt22wt1
D 3G (20)

the continuity of the function and its derivative at the limitswt1
andwt2 are preserved for both the pressure and the area.

The proposed Eqs.~18!,~19!represent an improvement respect
to the elasto-plastic pressure law assumed in@31#, that can not
assure the continuity of the pressure derivatives being a logarith-
mic one.

However, Eq.~16! can be used to calculate iterativelyp(r ) only
if g0 is determined at the starting integration pointg(r ) ~see Eq.
~8!!. This value can be obtained from the balance between the
contact pressure distribution and the applied load, which is stated
by the following equation:

Fc52•p•E
0

a

r •p~r !•dr (21)

where Fc is the component of the applied load normal to the
contact surface between the two spheres.

At the beginning of the iterative procedure a Hertzian pressure
distribution@28# is assumed forp(r ). Then, the deformationS(r )
of the equivalent sphere, introduced in Eq.~8!, is obtained through
the solution of the elastic problem for the equivalent sphere@28#.
The distanceg0 is iteratively evaluated by coupling Eq.~16! with
Eq. ~21!. The new pressure distribution can be now evaluated
through Eq.~16! and used to restart the iterative procedure to
evaluate the contact radius. Since the contact effective pressure
goes asymptotically to zero far from the contact center, the contact
radius can not be precisely defined, and its value has to be arbi-
trarily determined@28#. In the present model the contact radius,a,
is obtained for a value ofg(r ) equal to 4s* . This value assures an
error less than 0.02 percent on the total number of the contact
asperities.

The convergence of the iterative procedure is reached when the
difference between the new contact radius and the previous one is
less than 0.2 percent. A detailed comparison between the present

Fig. 5 Mechanical model of the surfaces in contact
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contact model and experimental and numerical data of different
researchers for flat surfaces, is reported in@32#, showing a good
agreement. From the contact pressure distribution, obtained using
the above mentioned iterative procedure, the mean contact pres-
sure,p̄, can be evaluated as

p̄5
2•p•*0

ap~r !•r •dr

p•a2
. (22)

The average thermal contact conductance,h̄c , can be evaluated as
a function of the mean contact pressure using a functional rela-
tionship similar to those reported in@34,35#:

h̄c5a•
ks•m*

s*
•S p̄

H D g

(23)

wherem* is the mean absolute slope of the equivalent profile in
contact,a andg are two coefficients depending only on the plas-
ticity index, C, defined as

C5
E*

H
•S s*

R D 1/2

(24)

In particular,

a5F11
E* •m*

H S c11
1

c21c3•C D G . Ap
(25)

g5
E* •m*

H S c41
c5

~11c6•C!1/c7
D

valid for p̄/H<0.05 and 1<C<10 and where the coefficientsci ,
reported in Table 4, were obtained by means of a least squares
regression@32#, for materials with al value equal to circa 0.4.

The dimensionless contact radius and mean thermal conduc-
tance trends against the equivalent peak height standard deviation
are reported in Fig. 6~a!and 6~b!respectively. For the same ap-
plied load, the contact radius increases as the surface roughness
increases, in accordance to the assumption that the contact radius
corresponds to a gap of 4s* . The results obtained are in agree-

ment with those reported in@28,29#. Furthermore, if the contact
radius increases, according to Eqs.~19),(20! the mean contact
pressure decreases and, consequently, the mean contact conduc-
tance decreases in accordance to Eq.~21!.

When small contact pressures occur, the gas could give not
negligible contributions to the heat transfer in the contact region
@36,37#. The authors have evaluated the air contribution through
the additional thermal conductance of the air,ha , in accordance to
the model reported in@37#.

Hence, the thermal conductivity of the contact spot,kc , is de-
termined as

kc5~ h̄c1ha!•ḡu (26)

whereh̄c is the average thermal contact conductance, andḡu is the
average undistorted gap between the two spheroids in the contact
spot ~Fig. 4!.

The effective thermal conductivity for the two-dimensional axi-
symmetric elementary cell is obtained in accordance to@1# as

ke52
^q&

D^T&
52

D

V

*VqdV

DT
(27)

whereq is the thermal flux,̂ & is the volumetric mean,D andV
are the cell height and volume respectively, andDT is the tem-
perature drop across the elementary cell.

The temperature field in the modified elementary cell is ob-
tained using the FEM with the following boundary conditions

T~0<r<B,z50!50 (28)

T~0<r<B,z5D !5T* (29)

]T~r 50 and r 5B,0<z<D !

]r
50 (30)

whereB is the radius of the elementary cell andT* is an imposed
temperature.

The discretization of the domain was obtained using triangular
linear elements. The mesh sensitivity analysis showed that a mesh
of 11,000 element can be considered satisfactory from a calcula-
tive point of view.

Concerning the uncertainty in the numerical evaluation ofke ,
as previously shown, the functional relationship is

ke5ke~ks ,ka ,Es ,ns ,Hs ,s* ,m* ,Fc ,Rs ,f,r! (31)

whereEs , ns , Hs , andRs are the Young modulus, the Poisson
ratio, the Brinell microhardness and the radius of the steel sphe-
roids, f is the porosity, andka is the thermal conductivity of the
air in the elementary cell~Fig. 4!. The combined standard uncer-
tainty, u(ke), of the effective thermal conductivity numerically
evaluated is determined by considering the standard uncertainties
of the input quantities. The complexity of the functional relation-

Fig. 6 „a… Dimensionless contact radius; and „b… mean thermal conductance trends versus the equivalent peak
height standard deviation

Table 4 Coefficients of Eq. „25… †32‡

Coefficient Value

c1 21.120•1021

c2 25.258•1021

c3 8.577•1021

c4 28.794•1023

c5 2.075•102

c6 1.355•102

c7 1.018
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ship does not allow one to obtain a mathematical formulation to
evaluate these coefficients analytically. Therefore, the most suit-
able approach to determine the sensitivity coefficients seems to be
the numerical approach based on the differences@27#. In Table 5
the standard uncertainties of the input variables are reported in the
case of the evaluation of the effective thermal conductivity nu-
merically evaluated for simple cubic packed beds of hard grinded
spheroids~Fig. 2~c!!.

By applying the procedure reported in@27# to estimate the un-
certainty budget in the case of uncorrelated variables, one can
obtain a maximum uncertainty in the evaluation of the numerical
effective thermal conductivity equal to 0.033 W m21 K21 ~corre-
sponding to a relative uncertainty of 5.9 percent! for the FCC
packed beds and to 0.029 W m21 K21 ~corresponding to a relative
uncertainty of 6.9 percent! for the SC packed beds in the whole
experimental range.

4 Comparison and Discussion of the Results
For one of the experiments performed, the temperature of the

four copper plates is reported in Fig. 7~a! as the time varies. From
this figure, it can be seen that the characteristic time for the ex-
perimental system is about 60 hours, in accordance with the value
obtained from numerical simulations carried out using a three-
dimensional Finite Element Method.

Even if the characteristic time is so long, in order to assure the
one-dimensionality and the conservation of the heat flux, the
authors verified that only 7 to 8 hours are necessary to have varia-
tions of the effective thermal conductivity of 0.01 W m21 K21

respect to the value obtained in the stationary regime~see for
example Fig. 7~b!!.

In Fig. 8, the effective thermal conductivity of FCC and SC
packed beds as the surface roughness of the spheroids in contact,

s* , varies for a contact force of 0.98 and 0.79 for the SC and FCC
elementary cell respectively. It should be pointed out that the load
acting on the packed bed is applied gravimetrically and friction
contribution between the upper Foamglas® structure and the walls
can be neglected because of the presence of a small gap~with a
dimension lower than 1.0 mm!. The dots correspond to the experi-
mental data with the corresponding measurement uncertainty,
whereas the continuous line represents the values obtained from
the numerical model with the corresponding uncertainty range
~dashed lines!. The experimental results confirm the existence of
an upper~FCC! and lower~SC! bound and a wide range for the
effective thermal conductivity of random packed bed of spheroids.
Concerning the surface roughness, these results point out the great
influence of this parameter onke . In particular, Fig. 8 shows a
significant increase in the effective thermal conductivity as the
surface roughness, and consequently the thermal contact resis-
tance between the spheroids, diminishes. In the roughness range
examined, a maximum variation of the measured effective thermal
conductivity between the lapped and soft grinded spheroids is
observed equal to 24 percent and 27 percent for FCC and SC
packed beds respectively.

The present numerical model is in excellent agreement with the
experimental values in all the ranges analyzed. In particular, the
maximum percentage difference between numerical and experi-
mental results is less than 6 percent assuring the compatibility of
the data.

5 Conclusions
A two-dimensional-numerical model, based on the equivalent

elementary cell and finite element analysis, to calculate the effec-
tive thermal conductivity of compressed packed beds of steel
spheroids saturated with a static gas~air! is reported. The numeri-

Fig. 7 „a… Typical temperature; and „b… effective thermal conductivity trends measured

Table 5 Uncertainty analysis of the effective thermal conductivity numerically evaluated in the
case of simple cubic packed beds of hard grinded spheroids

Quantity
Standard

uncertainty
Contribution to the combined

standard uncertainty

xi u~xi) ui~ke!/W m21 K21 ui~ke!/ke 102

ks560 W m21 K21 3.0 W m21 K21 0.004 1.03
ka52.70 1022 W m21 K21 1.4 1023 W m21 K21 0.017 4.36
Es5200 GPa 4.0 GPa 5.8 1023 1.49
ns50.30 0.02 4.0 1023 1.03
Hs58316 MPa 249 MPa 8.7 1023 2.24
s51.05 1026 m 1.05 1027 m 0.015 3.74
m*50.033 0.0020 0.002 0.51
Fc50.983 N 0.01 N negligible ¯

f50.476 0.019 0.012 3.08
Rs59.525 1023 m 3.0 1025 m negligible ¯

r51.3 1025 m 6.6 1027 m 7.4 1023 1.90
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cal results are compared with the experimental data obtained from
an apparatus constructed for this purpose. The main innovation of
the current theory is that the model explicitly takes into account
the particle roughness. In fact, it clearly shows the effects of the
surface roughness on the effective thermal conductivity of the
bed: conduction is significantly higher for the smoother than the
rough steel spheroids. Unfortunately, the lack of published results
of the effective thermal conductivity of spheroid packed beds, that
include an accurate measurement of particle roughness, does not
allow the authors to compare the present theory with other pub-
lished experimental data. The model is proved to be in very good
agreement with the experimental data provided, without the need
to assume unrealistic adjustable parameters. The authors plan to
extend their analysis to the effective thermal conductivity of
packed beds of spheroids considering the variations of other pa-
rameters such as the spheroid material, the static gas and its pres-
sure, the applied load and the packed bed structures including
random or disordered ones. However, this analysis should serve as
a useful starting point for developing models for such beds@38#.

Nomenclature

a 5 contact radius, m
A 5 area, m2

aHz 5 Hertzian contact radiusA3 (0.75•Fc•r)/E, m
B 5 equivalent two-dimensional cell radius, m
ci 5 coefficients in Eq.~25! ( i 51, . . . ,7)
D 5 equivalent two-dimensional cell height and

sphere diameter, m
E 5 Young modulus, Pa

E* 5 equivalent Young modulus, Pa
F 5 force, N

F(z) 5 force acting on the single peak of heightz, N
g(r ) 5 surface separation, m

ḡu 5 average undistorted gap, m
g0 5 distance between the undeformed sphere and the

peak height mean line at the contact center, m
h 5 thermal contact conductance, W m22 K21

H 5 Brinell hardness, Pa
k 5 thermal conductivity, W m21 K21

K 5 constant in Eq.~12!
L 5 thickness, m
m 5 roughness mean absolute slope

m* 5 combined mean absolute slope of the two con-
tacting profiles

NA 5 peak number for a unit area, m22

p(r ) 5 contact pressure distribution, Pa
p̄ 5 mean contact pressure, Pa
q 5 thermal flux, W m22

r 5 radial coordinate, m
R 5 radius, m

S(r ) 5 sphere deformation, m
T 5 temperature, K

T* 5 imposed temperature, K
u 5 standard uncertainty
V 5 two-dimensional equivalent cell volume, m3

xi 5 physical quantity
y 5 axial coordinate, m
w 5 contact interference, m
z 5 peak height evaluated from the profile mean

line, m
a 5 coefficient in Eq.~25!
g 5 coefficient in Eq.~25!

d1 , d2 , d3 5 coefficients in Eq.~19!
DT 5 temperature drop, K

« 5 emissivity
f 5 porosity

F~z! 5 peak height distribution, m23

l 5 constant in Eq.~9!
n 5 Poisson ratio
r 5 peak summit curvature radius, m
s 5 peak height standard deviation, m

s* 5 combined peak height standard deviation of the
two contacting profiles, m

Ã 5 Stefan-Boltzmann constant, W m22 K24

C 5 plasticity index
^ & 5 volumetric mean
¯ 5 mean value
u i 5 lower
us 5 upper

Subscripts

a 5 air
c 5 contact
e 5 effective

ep 5 elasto-plastic
F 5 Foamglas®
m 5 measured

P j 5 jth copper plate (j 51, . . . ,4)
s 5 spheroid

t1 5 transition from elastic to elasto-plastic regime
t2 5 transition from elasto-plastic to plastic regime

1,2 5 surface 1,2
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Thermosolutal Convection in a
Partly Porous Vertical Annular
Cavity
Numerical solutions for thermosolutal convection in a vertical concentric cavity partly
filled with a porous medium are presented in this paper. The cavity is subject to pre-
selected horizontal temperature and concentration gradients. The general Brinkman-
Forchheimer-extended Darcy model is adopted to formulate the fluid flow through the
porous matrix in the cavity. The effects of the controlling parameters on the flow patterns
and heat and mass transfer behavior are thoroughly documented. Different flow structures
are produced in the course of the computations, which respond to the geometric param-
eters, fluid nature, thermofluid dynamic parameters and porous matrix characteristics.
The collection of numerical results elucidates that the double diffusion zone varies and,
besides it is strongly dependent on the coupling between the Prandtl and Lewis numbers.
Moreover, the variations of the Sherwood number show the presence of an extended range
of double diffusion phenomena within the conditions pertinent to Darcian flow at Da
51025. It has been discovered that a partly porous annular cavity is more efficient than
a fully porous annular cavity. This aspect may have a beneficial impact on engineering
applications in the areas of filtration and thermal insulation.@DOI: 10.1115/1.1589501#

Keywords: Double Diffusion, Heat Transfer, Laminar, Mass Transfer, Porous Media

1 Introduction
During the last three decades, innumerable theoretical, numeri-

cal and experimental studies have dealt with natural convection
confined to vertical enclosures completely filled by a fluid, com-
pletely filled with a porous medium or partly filled with a porous
medium. In the area of fluid-filled cavities, the numerical studies
of Thomas and De Vahl Davis@1#, Kumar and Kalam@2# and
Khellaf and Lauriat@3# are representative of the effort. Directing
the attention to porous cavities, Lauriat and Prasad@4# carried out
an exhaustive literature review and showed the importance of
channeling on the heat transfer across the cavities. At the same
period, Campos et al.@5# reported that a partly porous annular
cavity presents better thermal insulation than a completely porous
cavity.

Most recently, the trend in the research community has shifted
to the examination of simultaneous heat and mass transfer or
double diffusion convection in enclosures. As expected, this situ-
ation is generally more complex than those when each phenom-
enon acts alone. Double diffusive convection is encountered in
many practical engineering applications, such as crystal growth
applied to semiconductors, melting and solidification processes in
binary mixtures, storage of liquefied gases, underground infiltra-
tion of pollutants and many others. An in-depth literature survey
revealed that most of the works in the area of annular cavities was
restricted to the analysis of thermal convection. The majority of
the studies dealing with double diffusive natural convection have
been restricted to rectangular enclosures subject to horizontal ther-
mal and concentration gradients. Most of the research was focused
on one of two options for convection with dominating thermal or
solutal buoyant forces. In this context, Beghein et al.@6# estab-
lished numerical correlations to quantify the transport of pollut-
ants suspended in air at low Lewis numbers. For tall rectangular
cavities, Han and Kuehn@7,8# predicted numerically and also vi-
sualized experimentally by way of the electrochemical technique
the multicellular flow structure that occurs at high values of Lewis

number. Shipp et al.@9,10#performed a study on double diffusion
in vertical annular enclosures and analyzed the effect of wall cur-
vature on the mechanism of transition from a flow driven by op-
posing buoyant forces to a flow induced by aiding thermal and
solutal forces. This peculiar transition is accompanied by a multi-
plicity of flow structures, which are susceptible to the nature of
the initial conditions.

Porous enclosures have also been the subject of a vast number
of studies. Trevisan and Bejan@11# used a Darcy model to solve
numerically and by scale analysis a thermosolutal convection
problem in a rectangular porous cavity. These authors reported
variations of the Nusselt and Sherwood numbers as a function of
the Lewis number in reference to the superposition model of ther-
mal and solutal buoyant forces~i.e., opposing or cooperating!. The
same authors carried out a parallel study with imposed thermal
and concentration gradients at the vertical active walls of the en-
closure and explored the significance of the aspect ratio on the
multicellular flow regime. Mamou et al.@12# considered the same
problem treated in@11# and analyzed it analytically and numeri-
cally. The outcome of this investigation showed the presence of a
multiplicity of stationary solutions; this peculiarity was more pro-
nounced for opposing buoyant forces. Later, Goyeau et al.@13#
simulated a solidification process by considering a Darcy-
Brinkman model in a porous cavity saturated by a binary fluid
subject to horizontal thermal and concentration gradients. Their
results reported a significant effect of the permeability on heat
transfer, which is more complex than in thermal convection. At
the same time, Nithiarasu et al.@14# relied on a generalized non-
Darcy approach to numerically predict the double diffusive natu-
ral convection in a rectangular enclosure. A strong influence of the
buoyancy ratio, both on flow pattern and heat and mass transfer,
was found in this publication. Recently, other authors considered
double diffusion in annular vertical porous cavity. Marcoux et al.
@15# reported on the good agreement between analytical and nu-
merical results with a Darcy model whereas Benacer et al.@16#
showed in their study the significant effect of both the Darcy
number and the radius ratio on heat and mass transfer with a
Brinkman model.

Thermosolutal convection in partly porous cavities has received
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less attention in the literature until the appearance of a recent
study by Gobin et al.@17# and Merrikh and Mohamad@18#. For
the first group the aim was to analyze the displacement of the
solidification front in a tall rectangular enclosure; these authors
modeled the mushy zone during the phase change process using a
saturated porous medium. The results demonstrated in a convinc-
ing manner a decrease in heat and mass transfer at the wall for a
low permeability of the porous layer. The second group worked
out their problem with a general model; it was found that there
was significant difference between Darcy model and the general
model predictions. Their results showed that forKr.1, increasing
permeability ratio decreases flow penetration from one layer to
another while the opposite effect was observed forKr,1. Ben-
zeghiba and Chikh@19# carried out a preliminary investigation

employing a partly porous annular cavity. Focusing on a non-
Darcy flow model, they predicted a decrease in heat transfer at
low permeability even if the porous layer has a good effective
thermal conductivity. Besides, it was noticeable that the opposite
effect occurs for a Darcian flow.

The present study is devoted to the analysis of simultaneous
heat and mass transfer caused by natural convection in a partly
filled or a completely filled porous vertical annular enclosure.
Such a geometry may be encountered in energy batteries, in ther-
mal insulation and in storage of liquified gas in cryogenic sys-
tems. The formulation rests on the general Darcy-Brinkman-
Forchheimer model for the fluid motion in the porous region. This
work copes with the effect of the relative magnitude of the ther-
mal and the solutal buoyant forces through the buoyancy ratio~N!,

Fig. 1 Schematic of physical domain

Table 1 Comparison of the average Nusselt and Sherwood numbers in annular cavity for Ra
Ä104, NÄ1, AÄ1, K rÄ5, PrÄ0.71, and LeÄ0.86

Mesh

Fluid case
Partly porous case

E50.3, Da51023, «50.7

Nu

Relative
difference

~%! Sh

Relative
difference

~%! Nu

Relative
difference

~%! Sh

Relative
difference

~%!

11311 2.298 ¯ 2.154 ¯ 1.813 ¯ 1.683 ¯

21321 2.302 0.191 2.149 0.261 1.847 1.895 1.713 1.775
31331 2.244 2.510 2.100 2.259 1.816 1.712 1.688 1.471
41341 2.230 0.653 2.088 0.592 1.807 0.496 1.681 0.438
51351 2.222 0.339 2.081 0.307 1.803 0.191 1.678 0.155
61361 2.219 0.151 2.079 0.138 1.801 0.096 1.677 0.081
71371 2.217 0.090 2.077 0.090 1.801 0.038 1.676 0.026

Table 2 Comparison of the average Nusselt number in the fluid filled annular cavity for A
Ä10, K rÄ2, and PrÄ1

Ra
Present
study Ref.@1#

Relative
difference

~%! Ref. @2#

Relative
difference

~%! Ref. @3#

Relative
difference

~%!

104 2.399 2.333 2.83 2.355 1.87 2.394 0.18
5•104 3.768 3.758 0.27 3.718 1.34 3.759 0.23
105 4.495 4.568 1.60 4.558 1.38 4.588 0.16
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Fig. 2 Flow, isothermal, and isoconcentrations patterns in fluid case for different radii ratios, Ra
Ä104, NÄÀ3, PrÄ7, LeÄ21.71, and AÄ1: „a… KrÄ1, CminÄÀ6, DCÄ0.5, CmaxÄ0; „b… KrÄ4, Cmin
ÄÀ0.45, DCÄ0.5, CmaxÄ0.6; and „c… KrÄ20, CminÄÀ0.2, DCÄ0.1, CmaxÄ1.1.

Table 3 Comparison of the average Nusselt and Sherwood numbers in a porous filled rectan-
gular cavity using the Darcy model for AÄ1, K rÄ1, EÄ1, PrÄ1, LeÄ1, NÄ0, and RkÄ1

Ra3Da
Present
study Ref.@23#

Relative
difference

~%! Ref. @13#

Relative
difference

~%! Ref. @24#

Relative
difference

~%!

50 2.023 2.02 0.148 1.98 2.17 1.97 2.69
102 3.144 3.27 3.85 3.11 1.1 3.07 2.41
4•102 7.766 9.69 19.85 7.77 0.05 7.58 2.54

Table 4 Comparison of the average Nusselt number in a porous filled rectangular cavity with
the Darcy-Brinkman-Forchheimer model for AÄ1, K rÄ1, EÄ1, PrÄ1, NÄ0, RkÄ1, and «Ä0.4

RaT Da
Present
study Ref.@25#

Relative
difference

~%! Ref. @4#

Relative
difference

~%! Ref. @14#

Relative
difference

~%!

1021 4.66 4.39 6.15 4.36 6.88 4.49 3.78
104 1024 21.268 20.59 3.29 18.4 15.58 21.99 3.28
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as well as the physical properties of the solvent and solute repre-
sented by the Prandtl and Lewis numbers. These combined effects
are analyzed in detail and documented extensively in terms of two
key parameters: the porous layer permeability~Da! and the porous
layer thickness~E!.

2 Mathematical Formulation
We consider a vertical annular enclosure of heightH, closed at

the bottom and at the top by two insulated disks being imperme-
able to mass transfer. The inner cylinder is maintained at a con-
stant high temperature and high concentration, while the outer
cylinder is kept at a constant low temperature and low concentra-
tion. A homogeneous and isotropic porous layer of thicknesse
~which may play the role of a filter or a layer of insulation! is
inserted in the annular gap and placed at a distanceR1 from the
hot inner cylinder as shown in Fig. 1.

An incompressible Newtonian fluid, constituted by a solvent
and a solute, fills the annular cavity and saturates the porous me-
dium completely. The porous-fluid assembly is subject to the ac-
tion of horizontal thermal and concentration gradients. We assume
that all thermophysical properties of the fluid are constant, except
the density in the buoyant term. Here, the Boussinesq approxima-
tion is represented by the additive relation

r5r r@12bT~T2Tr !2bC~C2Cr !# (1)

where the subscriptr stands for a reference state corresponding to
the average conditions between the values of the quantities~tem-
perature and concentration! at the inner and the outer vertical
walls.

Under steady state, axisymmetric conditions, and laminar re-
gime, the fluid motion in the open and porous regions of the
cavity is described by a general Darcy-Brinkman-Forchheimer
model by virtue of the so-called one-domain approach. This ap-
proach avoids considering explicitly the conditions at the porous/
fluid interface as in Gobin et al.@17#. This problem was addressed
by several authors among them Alazmi and Vafai@20# who re-
ported most of the previous works. Besides, viscous dissipation
and thermodynamic coupling due to Soreˆt and Dufour effects have
been neglected. Actually, the fluid is considered as a porous me-
dium having unitary porosity and infinity permeability. Under
these circumstances, the governing equations reduce to the
Navier-Stokes equations. The abrupt changes at the fluid-porous-
fluid interfaces are handled by averaging the thermophysical prop-
erties via the harmonic mean as suggested by Patankar@21#.
Moreover, within the porous layer local thermal equilibrium is
invoked.

Accordingly, the double diffusive natural convection phenom-
enon is governed by the following dimensionless equations of
conservation of mass, momentum, energy and species.
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In these equations, the length scale is the gap widthd, the velocity
scale is the reference velocitya/d wherea is the fluid thermal
diffusivity, the temperature scale isDT, and the concentration
scale isDC.

At this stage, it should be mentioned that the parameterN in Eq.
~3! representative of the ratio of solutal to thermal buoyant forces
can be either positive or negative because the volumetric expan-
sion coefficientbc can take both signs positive or negative, de-
pending on the nature of the fluid and the solute.

The boundary conditions pertaining to cooperating (N.0) or
opposing (N,0) thermal and solutal buoyant forces can be con-
sidered at unison: That is

at r i51/~Kr21! VW 50W u50.5 S50.5 (7a)

at r o5Kr /~Kr21! VW 50W u520.5 S520.5 (7b)

at z50 and z5A VW 50W
]u

]z
50

]S

]z
50 (7c)

For the evaluation of the heat and mass transfer rates across the
cavity under steady-state conditions, it is evident that the average
Nusselt and the average Sherwood numbers are not functions of
the dimensionless radial coordinater. Both numbers are ad-
equately computed at the inner wall of the cavity as recommended
in Trevisan and Bejan@11#. The corresponding expressions are:

Nu5
r i

A
ln~Kr !E

0

A F2
]u

]r
1u.uG .dz (8)

Fig. 3 Velocity distribution in the middle plans in fluid case for
different radii ratios, Ra Ä104, NÄÀ3, PrÄ7, LeÄ21.71, and A
Ä1: „a… Axial velocity at zÄ0.5; and „b… Radial velocity at r
Ä0.5.
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3 Numerical Solution
The set of governing Eqs.~2!–~6! subject to the imposed

boundary conditions in Eq.~7! is solved numerically by the finite-
difference based control volume method. The power law differ-
encing scheme is utilized and the SIMPLER algorithm is imple-
mented to handle the velocity-pressure coupling as in Patankar
@21#. Thereafter, a line-by-line technique is applied to solve the
resulting system of algebraic equations.

In the closed partly porous cavity, steep velocity, temperature
and concentration gradients are present in several zones such as
the boundary layers along the walls, at the fluid-porous-fluid in-
terfaces, and between the cells in the multicellular regime. Con-
sequently, very fine grids become necessary in these particular

regions to capture the high gradients. In this regard, several au-
thors have adopted irregular grids with exponential variation
~Khellaf and Lauriat@3#! or geometric progression~Bénard et al.
@22#!.

In the present work, an irregular exponential distribution of
nodes in the radial direction in conjunction with a uniform distri-
bution of nodes in z direction was employed. A 41341 grid turned
out to be reasonable enough to handle the details of the flow
structure. Additionally, it is worth commenting that a lower num-
ber of nodes did not allow to retrieve the final flow pattern and a
finer grid did not affect the flow structure and yielded variations in
average Nusselt and Sherwood numbers less than 0.6%. Table 1
gives a quantitative sample of mesh convergence study for the
average heat and mass transfer coefficients.

The convergence criterion was set at a maximum relative error
for all dependent variables (u,v,u,S) to be less than 1024. In
ratio form, this statement corresponds to the relation

Fig. 4 Effect of A on flow, isothermal, and isoconcentrations patterns in fluid case for Ra Ä104, N
ÄÀ3, PrÄ7, LeÄ21.71, and KrÄ5: „a… AÄ1, CminÄÀ0.35, DCÄ0.05, CmaxÄ0.7; and „b… AÄ10, Cmin
ÄÀ2, DCÄ0.5, CmaxÄ6.
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MaxUfn112fn

fn U<1024 (10)

Furthermore, other authors have added another stringent criterion,
which relates to the average Nusselt and Sherwood numbers on
the vertical active walls. For instance, Trevisan and Bejan@11,23#
suggested that this error should be smaller than 1%. In a similar
manner, we echoed this proposal and have coupled the latter
criterion to the former one in order to establish an errorE ~on Nu
and Sh!

E5
Nui2Nuo

Nui1Nuo
(11)

to be less than 0.5%. To validate the computer code, we first
compared our numerical results with published ones for a fully
fluid cavity by setting the porosity of the porous matrix« equal to
unity and the Darcy number Da equal to infinity. Several compari-
sons have been made against the semi-empirical relationships pre-
sented by Thomas and de Vahl Davis@1# and Kumar and Kalam
@2#, as well as the numerical findings of Khellaf and Lauriat@3#.
Within the boundaries of these three references, the numbers listed
in Table 2 showed excellent agreement, e.g., the difference in the
computed average Nusselt number does not exceed 3%. Next,
switching to porous cavities, the numerical results were compared
with those available in the literature under the premises of a Darcy
regime. Table 3 illustrates these comparisons for the average heat
and mass transfer coefficients at a Lewis number of unity which

Fig. 5 Effect of A in partly porous cavity for Ra Ä104, NÄÀ1.5, PrÄ7, LeÄ21.71, KrÄ5, EÄ0.3, r 1
Ä0.35, and DaÄ 10À3
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yields an equal value for Nu and Sh; the comparisons are of sat-
isfactory quality. The detected maximum difference with the re-
sults of Goyeau et al.@13# and Getachew et al.@24# is less than
2.7%. The discrepancy with results of Trevisan and Bejan@23# is
equal to the one found by the authors of the two other papers with
this reference. This is due to the size of the mesh used by Trevisan
and Bejan@23#. The accuracy is quite good in comparison with
references@13# and @25# in which non uniform grids were used
with finer step size in order to detect the solutal boundary layers.

Other authors have utilized the general Darcy-Brinkman-
Forchheimer model including inertia terms. The proper compari-
son with these references is reported in Table 4. For instance, the
difference with the results of Nithiarasu et al.@14# is smaller than
4%. The slight discrepancy with the results of Beckermann et al.
@25# and Lauriat and Prasad@4# may be due to a possible differ-
ence in the porosity considered by these authors, which was not
indicated explicitly in their papers. Moreover, the discrepancy
with the results of Lauriat and Prasad@4# at Da51024 may be
explained by the fact that the authors used a finite difference
method with regular grid while non uniform grid with a finer
mesh at the walls is used in the present study. It is worth men-
tioning that Nithiarasu et al.@14# have also reported a discrepancy
between their results and the ones of Lauriat and Prasad@4#. Over-
all, the comparisons serve to confirm and validate our numerical
code.

4 Results and Discussion
Results of the numerical simulations are presented in this sub-

section with the objective to better understand the coupling be-
tween thermal and solutal buoyancy driven flows in vertical an-
nular cavities and also to evaluate the rates of heat and mass
transfer in these cavities. Despite of the superabundance of param-
eters, for the sake of brevity, only a selected number of them are
analyzed in depth while others are maintained fixed.

In order to investigate the effect of geometry, the curvature and
the aspect ratio of the vertical annular cavity are examined for
vast ranges of the radii ratio 1<Kr<20 and the aspect ratio
0.25<A<10. For simplicity, r i is kept constant whereasr o is
allowed to vary. Two types of fluids are considered which encom-
pass numerous applications of air and aqueous solutions. In view
of this, we opted to test air~Pr50.7 and 0.01<Le<10!and water
~Pr57 and 0.01<Le<100!as the two fluids filling the cavity. The
dynamic parameters representing the driving forces are analyzed
through an ample buoyancy ratio25<N<5, covering both
ranges of aiding and opposing thermal and solutal buoyancy ef-
fects. The influence of the porous matrix is investigated through
its thickness (0<E<1), its permeability (Da51023 or 1025)
and its thermal conductivity (1<Rk<100) while maintaining the
porosity constant at a value of«50.4. It should be mentioned that
the case related to a cavity absent of porous matrix, referred here
as the fluid case, is obtained by setting the permeability at infinity
~Da→`! and assigning a unitary value to the porosity~«51!.
Unless otherwise specified, the temperature and concentration
fields are represented in all the plots withumin520.5, Du50.1,
umax50.5 andSmin520.5,DS50.1,Smax50.5. The partly porous
case indicates a centered porous layer occupying 30% of the gap
width with Rk5Rv51. In the companion set of figures, the left
and right vertical sides correspond to the inner and outer cylin-
ders, respectively.

4.1 Effect of Cavity Geometry. The influence of the cur-
vature of the vertical annular cavity in the fluid case is analyzed
first. The streamlines, isotherms and isoconcentrations are illus-
trated in Fig. 2 for three values of the radii ratio, namelyKr51, 4
and 20. In theory, the case of infinite curvature characterized by
Kr51 represents a rectangular cavity in Fig. 2~a!. In practice, this
limiting configuration is generated numerically by settingKr
51.001. The flow patterns are displayed for a situation of oppos-
ing buoyancy forces, which seems to be of greater interest. Unlike

the rectangular cavity, it is evident that in Fig. 2~b! for an annular
cavity (Kr54) and in Fig. 2~c!for a nearly cylindrical cavity
(Kr520), the thermal gradients induce a second cell. This cell
occupies the upper zone of the cavity and, as Kr increases, takes
over the solutal cell, which had been established in the lower part.
The absence of symmetry is also exhibited in the thermal and
concentration fields. AtKr51, the isotherms show a conductive
regime, which manifests a domination of thermal diffusion over
solutal diffusion. When the radii ratioKr increases, the cylinders
are further and further far away from each other and the surface
area of the outer cylinder becomes increasingly higher than the
inner one. Consequently, the gradients are perceptibly smaller at
the outer wall as it is clearly illustrated through the concentration
field which now is stratified at the bottom of the cavity, particu-
larly at Kr520. The effect of enlarging the outer surface area
relative to the inner one is also depicted through the velocity
profiles in midplanes of the cavity in Fig. 3. This figure confirms
the loss of symmetry atKr.1 and the decrease of the fluid cir-
culation near the outer cylinder, as well as solutal stratification at
the bottom of the cavity. In fact, in Fig. 3~b! for Kr.1 the mag-
nitude of the radial velocity in the zone where the fluid motion is
mainly due to solutal forces is smaller than its counterpart in the
upper region where the flow is thermally driven. For the remain-
der part of the study, we used a moderate value ofKr55, which is
representative of an annular cavity of intermediate size.

The effect of aspect ratio is further reported in Figs. 4 and 5.
The fluid case is first considered in Fig. 4~a! for A51. Here, we
observe that the fluid is mainly driven by the thermal buoyancy
delivering the largest cell occupying the core of the cavity in a
zone of constant concentration. The solutal gradient gives rise to
two minor cells in the lower left and upper right corners where
concentration stratification occurs and near the inner cylinder.

For taller cavitiesA510 in Fig. 4~b!, several thermal cells ap-
pear in the cavity. Indeed, the presence of a multicellular structure
is due to the fact that the solutal stratification cannot go above a

Fig. 6 Variations of Nusselt and Sherwood numbers with
Lewis number for Ra Ä104, NÄÀ3, AÄ1, and K rÄ5
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certain height without being destabilized by the thermal gradient.
The flow driven by thermal buoyancy forces imposes itself within
the stratification zone yielding the thermal cells that are more
dominating as the flow progresses upward. Each thermal cell may
be seen as corresponding to a small cavity. The interfaces between
the cells~thermal cell to solutal cell and solutal cell to thermal
cell! constitute regions of high shear and local thermal and solutal
gradients as it is revealed in the temperature and concentration
fields. It is worth mentioning that similar structures, but for rect-
angular cavities have been reported by Lee and Hyun@26#.

Figure 5 represents the flow patterns, isotherms and isoconcen-
trations for the partly porous case with a buoyancy ratio ofN
521.5; this characterizes a transition regime between the oppos-
ing and aiding buoyancy forces. For shallow cavities of aspect
ratio A50.25, the active walls are restricted areas, and the sole
mode of heat transfer is conduction, while mass transfer occurs by
convection because of the small mass diffusivity~Le521.71! in
the thin boundary layers along the vertical walls. It should be
mentioned that the thermal and concentration fields are different
in the porous region because both the solid matrix and fluid con-
stitute transport media for heat effectively, whereas mass transfer
has only the fluid as a vehicle.

With higher aspect ratios (A>1), the effect of the active walls
is amplified and two thermal cells appear. An important cell shows
up in the upper right zone because of lighter fluid and another of
lesser magnitude shows up in the opposite corner. In the space
between the two cells, a fluid motion of solutal origin possesses
weak circulation. As opposed to the fluid case, the partly porous
case retains this flow structure even with very tall cavities (A
510). Hence, the role of the porous matrix is to stabilize the flow
avoiding the formation of a multicellular pattern.

4.2 Effect of Fluid Nature. In this subsection, we consider
two types of fluids which are frequently encountered in a multi-
tude of practical engineering applications, namely aqueous solu-
tions with Pr57 and air with Pr50.7. The types of solute cover a
wide spectrum of Lewis number ranging from 0.01 to 10 with air
as a solvent, and from 0.01 to 100 when water is used as a solvent.
The Lewis number, which embraces the relative importance of
thermal to mass diffusion, has a direct bearing on the heat and
mass transfer coefficients as exemplified in Fig. 6. At first, we
notice the equality between the heat and mass transfer coefficients
at Le51 for both the fluid case as well as the partly porous case in
the non-Darcian flow. Then, for a simple Darcy flow in a weakly

Fig. 7 Effect of N on flow, isothermal, and isoconcentrations patterns in fluid case for Ra Ä104, PrÄ7,
LeÄ21.71, AÄ1, and K rÄ5: „a… NÄÀ5, CminÄÀ0.16, DCÄ0.02, CmaxÄ0.28; „b… NÄÀ1.5, Cmin
ÄÀ0.05, DCÄ0.2, CmaxÄ3.18 and À0.15; and „c… NÄ5, CminÄ0, DCÄ0.2, CmaxÄ3.
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permeable porous matrix (Da51025), the equality is reached at a
value of Lewis number between 2 and 3. This is explained by the
fact that the porous layer with a small permeability reduces mass
diffusion for both solvents~Pr50.7 and 7!. The role played by the
permeability of the porous medium on the average Nusselt and
Sherwood numbers is also illustrated in Fig. 6; this issue is of
singular importance on both transfer coefficients in the range of
0.1<Le<3. Whenever Le,0.1, the presence of thermal convec-
tion and mass diffusion is accentuated. So, with or without the
porous layer, the flow is driven by the action of a thermal buoyant
force exclusively. Thus, there is no influence of Da on the Sher-
wood number. For Le.3, mass transfer occurs by convection
whereas heat is transferred by diffusion. Under these circum-
stances, the driving force is produced by solutal buoyancy. Hence,
there is no effect of Da on the Nusselt number. Moreover, in the
non-Darcian flow regime, the porous matrix placed equidistant in
the cavity has a greater influence on the thermal cell, which oc-
cupies the core of the cavity. For instance, the fluid motion of
thermal origin is reduced, while the fluid driven by solutal force,
which is of higher magnitude near the vertical walls, is marginally
affected. Furthermore, in the range 3,Le,10 in conjunction with
a non-Darcian regime (Da.1024), the following correlations can
be proposed for purposes of evaluating the mass transfer coeffi-
cient.

Sh51.115 Le0.289 for N521.5

Sh52.351 Le0.342 for N52

Note that these correlations are independent of the Prandtl num-
ber. This peculiarity was confirmed in the work of Thomas and De
Vahl Davis@1# when treating pure thermal convection. In addition,
our correlations are close to the ones of Trevisan and Bejan@11#
who proposed a proportionality between Sh and Le1/3 for Pr.0
and Le.0 in the case of a vertical plate.

4.3 Effect of Buoyancy Forces. The relative importance of
buoyancy driving forces is expressed by the buoyancy ratioN and
its impact on flow patterns, isotherms and isoconcentrations is
illustrated in Figs. 7, 8, and 9 for an aqueous solution with Pr57.
Negative values ofN corresponding to opposing forces are caused
by negative coefficient of concentration expansion. In order to
accomodate the transition zone in our analysis, we decided to
cover the range25<N<5. It is important to recognize that so-
lutions based on scale analysis are not valid for the ratioN2/Le
approximately near unity and, on the other hand similarity solu-
tions are impossible to obtain, Li and Lai@27#. Three values ofN
~25, 21.5 and 5!are considered sufficient to represent the flow

Fig. 8 Effect of N in partially porous case for Ra Ä104, PrÄ7, LeÄ21.71, AÄ1, K rÄ5, and DaÄ 10À3: „a…
NÄÀ5, CminÄÀ0.15, DCÄ0.05, CmaxÄ0.4; „b… NÄÀ1.5, CminÄÀ0.1, DCÄ0.1, CmaxÄ1.5 and À0.05;
and „c… NÄ5, CminÄ0, DCÄ0.1, CmaxÄ1.3.
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structures for different situations of thermal or solutal force domi-
nation. Figure 7 is associated with the fluid case. ForN525, we
observe the opposition of two cells: the one driven by thermal
force occupying the central upper zone with a clockwise fluid
motion, and the cell driven by solutal force in the bottom part of
the cavity where the fluid is denser and near the vertical walls and
with a counter clockwise motion. The plots of isotherms and iso-
concentrations manifest a nearly conductive mode of heat transfer
with very a small fluid circulation, and the development of con-
centration boundary layer on the active walls generating the fluid
circulation of solutal origin.

For N521.5 in Fig. 7~b!, the flow changes its structure and the
thermal cell, which becomes the main cell, settles almost in the
entire cavity. The cells of solutal origin are confined in the cor-
ners. In fact, at this value ofN the driving forces are still opposed
to each other, but the thermal buoyant force takes over the solutal
force. This transition zone is characterized by the development of
a thermal boundary layer on the inner cylinder, and a hesitation
between the top and bottom of the vertical walls for the starting of
concentration boundary layers. The cooperating case (N55) is

reported in Fig. 7~c!indicating that a monocellular flow is ob-
tained; a situation similar to thermal convection but with thermal
and concentration boundary layers developing in the same direc-
tion. The insertion of the porous layer strongly affects the flow
structure as reported in Figs. 8 and 9. For a highly permeable
(Da51023) porous matrix, Fig. 8~a!, the flow driven by solutal
force settles mostly in the first compartment near the inner cylin-
der while in the outer part of the cavity the flow driven by thermal
force takes over. The thermal cell dominates in that part as shown
in Fig. 8~b!. As N increases, Fig. 8~c!, the thermal cell pushes
down the solutal one, starting from the outer compartment near
the outer cylinder to end up occupying the whole cavity for the
case of aiding thermal and solutal forces. In fact, the porous ma-
trix moderately alters heat convection but it does not affect heat
conduction, since the effective thermal conductivity of the porous
medium is taken equal to the fluid one. However, mass transfer is
substantially affected because of the considerable reduction of
mass diffusion. Indeed, within the porous layer the fluid is the
only medium allowing mass transfer and the solid matrix acts as a

Fig. 9 Effect of N in partly porous case for Ra Ä104, PrÄ7, LeÄ21.71, AÄ1, K rÄ5, and DaÄ 10À5: „a…
NÄÀ5, CminÄÀ0.14, DCÄ0.05, CmaxÄ0.22; „b… NÄÀ1.5, CminÄÀ0.06, DCÄ0.02, CmaxÄ0.4 and À0.05,
À0.01; and „c… NÄ5, CminÄ0, DCÄ0.02, CmaxÄ0.3.
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brake. With a less permeable porous layer (Da51025), Fig. 9, it
is almost like a divided cavity with two compartments separated
by the porous wall. Figure 9 shows the flow structure with nearly
independent fluid motions in each part of the cavity. A solutal
monocellular pattern is obtained in the inner compartment~Figs.
9~a! and 9~b!!. In the outer part of the cavity, the thermal cell
occupies most of the space because of the curvature~Kr55!
which reduces considerably the flow driven by solutal buoyancy
although the Lewis number is greater than 1. In the case of aiding
forces ~N55!, Fig. 9~c!, the fluid is convected near the vertical
walls and is quasi stagnant in the center of the cavity as it is
shown through temperature and concentration fields. Though, it
should be mentioned that in the transition zone (N521.5) we
may switch from a thermal regime to a solutal regime just by
varying the permeability of the porous medium Figs. 7~b!, 8~b!,
and 9~b!. Reducing Da renders the porous layer as an obstacle to
mass transfer and consequently the solutal cell is pushed away
from the outer compartment. In terms of heat and mass transfer
coefficients, Fig. 10 illustrates the variations of Nu and Sh for 2
types of fluids, Pr50.7, Le50.86, and Pr57, Le5100. For the
case of moist air~Fig. 10~a!!, the double diffusion is obtained at
N521 independently of the Rayleigh number or the permeability
of the porous matrix. In fact, for a Lewis number close to unity
the opposition of the thermal and solutal driving forces of equal
magnitude occurs atN521, as previously reported by Trevisan
and Bejan@11#. Moreover, it should be pointed out that the pres-
ence of the porous layer eliminates the equality of Nu and Sh at
N521. A slight decrease, about 15%, is observed in Sh as was
previously shown by Benzeghiba and Chikh@19#. For the case of
brine ~Fig. 10~b!!, the double diffusion regime takes place atN
523. This is due to the fact that thermal and solutal buoyancy
forces do not cancel each other atN521 because of the differ-
ence in thermal and mass diffusivities at Le5100. Multicellular
flow, which is particularly unstable, is observed nearN521 at
Pr50.7 andN523 at Pr57. The insertion of the porous matrix
reduces the transport by convection and yields a double diffusion

regime at higher values ofN, at N522 for Da51023 and in a
whole range21.5<N<0 for Da51025. Indeed, within this
range, mass convection is substantially weakened, but still exists
near the vertical cylinders, while heat transfer occurs only by
conduction. This allows an optimum filtration in this transition
zone over a larger range ofN. In addition, we notice that the
symmetry is lost in these plots for Pr57 and Le5100.

4.4 Effect of Porous Matrix. The impact exerted by the
porous layer centered midway between the two cylinders is ana-
lyzed through its thickness and the ratio of the effective thermal
conductivity to the fluid conductivityRk . As expected, the porous
matrix offers a resistance to mass transfer. Thus, increasing the
porous layer thickness reduces the mass transfer coefficient as
evidenced in Fig. 11. With respect to heat transfer, the insertion of
the porous layer reduces the Nusselt number attaining a minimum
value at a critical thickness depending on the permeability as re-
ported for the case of air in Fig. 11~a!. This is indeed a remarkable
result from the standpoint of thermal insulation. However, particu-
lar attention should be brought to the limiting case of a completely
porous cavity, which is connected to a better heat transfer coeffi-
cient. This result is in agreement with the one reported by Chikh
et al.@28# and may be explained by the fact that the porous matrix
acts as a resistance to the flow from the hydrodynamics point of
view. Within the porous matrix of small effective thermal conduc-
tivity corresponding toRk51, the magnitude of heat transfer by
conduction is of the same order as convected heat by the fluid.
Hence, the convected heat is reduced implying a decrease in the
Nusselt number. Figure 11~b! displays the variation of Nu and Sh
for water ~Pr57!. With the same features~Da, Rk) of the porous
matrix, paradoxically heat transfer is augmented by the presence
of the porous layer and resulting improvement is independent of
Da. Essentially, it is similar to the first case~Fig. 11~a!!, but ex-
hibiting a critical thickness equal to zero. The augmentation of the
Nusselt number above the critical point may be due to the fact that
for air a thick layer is necessary (E.Ecritical) to reduce the fluid
circulation. This phenomenon is responsible for better heating in
the fluid, while a thin layer produces a reduction of fluid circula-
tion in the case of water. The influence ofRk on the heat transfer

Fig. 10 Variations of Nusselt and Sherwood numbers with
buoyancy ratio for Ra Ä104, AÄ1, and KrÄ5

Fig. 11 Variations of Nusselt and Sherwood numbers with
thickness of porous layer for Ra Ä104, NÄÀ3, AÄ1, and KrÄ5
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coefficient is reported in Fig. 12. It is observable thatRk has
practically no effect on mass transfer since the fluid is the only
material that sustains the transport of concentration within the
porous medium. So, Sherwood number is not included in this
figure. The evolution of Nu with respect toRk seems to strongly
depend on the permeability of the porous medium as shown in
Figs. 12~a!and 12~b!. Indeed, with a highly permeable porous
layer (Da51023), the fluid circulation is slightly affected.
Thereby, the convected heat at the inner wall is not altered sig-
nificantly. On the contrary, an increase inRk is beneficial because
it improves the heat conduction. For instance, since the Nusselt
number may be expressed as the ratio of the convected heat to the
conductive one, the end result is that Nu increases withRk as may
be confirmed in Fig. 11~a!. It is worth mentioning that an excep-
tion is made for the case ofN521.5 in the transition regime of
double diffusion which is related to a Nu that is nearly constant.
For a weakly permeable porous matrix (Da51025), the cavity is
divided in two compartments and the porous layer constitutes a
barrier to the fluid motion outwards. The fluid confined in the
inner compartment is then heated more vigorously, yielding a
higher Nusselt number at the inner wall. Both rates of heat con-
duction and heat convection tend to be amplified, but such that the
ratio ~Nu! is also increased.

5 Conclusions
Simultaneous heat and mass transfer by natural convection is

investigated for a vertical annular cavity partly filled with a po-
rous medium. Temperature and concentration gradients are ap-
plied in the horizontal direction on this cavity. The interaction
between the thermal and solutal buoyancy forces driving the flow
may be either aiding or opposing to each other. Numerical results
are presented for several situations involving the cavity geometry,

the fluid type, the magnitude of driving forces as well as the
characteristics of the porous matrix. It is demonstrated that the
flow structures are quite complex when buoyancy effects are ar-
ticulated with the porous matrices. This unique combination adds
complexity and substantially alters the flow patterns and the heat
and mass transfer regimes. Thus, it was concluded that double
diffusion occurs in a wider range ofN for Darcian flow condi-
tions. Moreover, the numerical results indicate that partly porous
cavities ensure better filtration performance and superior thermal
insulation behavior when compared to a fully porous cavity.

Nomenclature

A 5 aspect ratio (H/d)
C 5 solute mass fraction

Cf 5 microscopic inertial coefficient~50.35!
Cr 5 reference concentration (Ci1Co)/2
D 5 mass diffusivity of the solute in the fluid, m2/s

Da 5 Darcy number~K/d2!
d 5 gap width (Ro2Ri), m
e 5 porous matrix thickness, m
E 5 dimensionless thickness of the porous matrix (e/d)
gW 5 acceleration of gravity, m/s2

H 5 height, m
k 5 thermal conductivity, W/m.K
K 5 permeability of the porous medium, m2

Kr 5 radius ratio (r o /r i)
Le 5 Lewis number~a/D!.
N 5 ratio of buoyancy forces (bc•DC/bT•DT)

Nu 5 Nusselt number, Eq.~8!
P 5 dimensionless pressure (p/r(a/d)2)

Pr 5 Prandtl number (nF /aF)
R 5 radial coordinate, m
r 5 dimensionless radial coordinate (R/d)

R1 5 radial position of the porous matrix, m
r 1 5 dimensionless radial position of the porous matrix
Rv 5 viscosity ratio (meff /mF)
Rk 5 thermal conductivity ratio (keff /kF)

RaT 5 thermal Rayleigh number (g•bT•DT•d3/an)
Rac 5 solutal Rayleigh number (N•RaT)

S 5 dimensionless solute mass fraction (C2Cr)/DC
Sh 5 Sherwood number, Eq.~8!
Sc 5 Schmidt number (nF /DF)
T 5 temperature, K

Tr 5 reference temperature (Th1Tc)/2, K
u 5 axial velocity, m/s
VW 5 velocity vector
v 5 radial velocity, m/s
Z 5 axial coordinate, m
z 5 dimensionless axial coordinate (Z/d)

Greek Symbols

a 5 thermal diffusivity, m2/s
bC 5 coefficient of concentration expansion

(bc521/r@]r/]C#T)
bT 5 coefficient of thermal expansion (bT521/r@]r/]T#C),

1/K
DC 5 concentration difference (Ci2Co)
DT 5 temperature difference (Th2Tc), K

« 5 porosity of porous matrix
m 5 dynamic viscosity, kg/m•s
n 5 kinematic viscosity~m/r!, m2/s
r 5 density, kg/m3

u 5 dimensionless temperature (T2Tr)/DT)
C 5 stream function, m2/s

Subscripts

c 5 cold
eff 5 effective property of porous medium

Fig. 12 Variation of Nusselt number with conductivity ratio in
porous layer for Ra Ä104, NÄÀ3, PrÄ0.7, LeÄ0.86, AÄ1, and
KrÄ5
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F 5 fluid
h 5 hot
i 5 inner cylinder
o 5 outer cylinder
p 5 porous medium
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Time Scales for Unsteady Mass
Transfer From a Sphere at
Low-Finite Reynolds Numbers
The problem of unsteady mass transfer from a sphere that impulsively moves from rest to
a finite velocity in a non-uniform concentration distribution is studied. A range of low
Reynolds numbers (Re,1) and moderate Peclet numbers (Pe ranges from 5.6 to 300) is
investigated (typical of the parameters encountered in anchorage dependent cell cultures
in micro gravity). Using time scales, the effects of flow field development, concentration
boundary layer development and free stream concentration variation are investigated.
For the range of parameters considered, the development of the flow field has a negligible
effect on the time variation of the Sherwood number (Sh). The Sh time dependence is
dominated by concentration boundary layer development for early times and free stream
concentration variations at later times.@DOI: 10.1115/1.1576813#

Keywords: Forced Convection, Mass Transfer, Microgravity, Spheres, Unsteady

1 Introduction
The physical problem motivating the present study is the un-

steady transport of dissolved oxygen to freely suspended cell ag-
gregates cultured in a bioreactor in the micro gravity environment
of space. The anchorage dependent mammalian cells first form a
confluent monolayer on the surface of small micro carriers~;170
mm dia.!. Then, individual cell covered micro carriers attach to
others to form aggregates, which remain nearly spherical for as-
semblages as large as 3 mm in diameter. The cell-covered micro
carriers are suspended in the culture media by slowly stirring the
bioreactor vessel. As the cells metabolize, they consume oxygen
at a nearly constant rate for a concentration above a critical value,
and below this value, the oxygen consumption decreases as a
function of the oxygen concentration. This critical value is in gen-
eral low ~;1% air saturation!for animal cells@1#. Thus, a con-
stant oxygen consumption rate is a reasonable model for the
present purposes.

The aggregates of cells travel in the bioreactor with a local
environment that is continuously changing. That is, the local flow
field and concentration distribution vary with the position of the
aggregate. These aggregates move with a relative velocity that
corresponds to the difference of velocity between the fluid and the
cells. In micro gravity, the Reynolds numbers~Re!, based on rela-
tive velocity, that the aggregate experiences are in general low
with values that range fromO(0.01) toO(0.1) and with a Peclet
number~Pe! that varies fromO(1) to O(100).

This mass transport scenario in the bioreactor can be modeled
as the transport of scalars to a sphere in a laminar flow field. The
values of Re and Pe for the sphere are given by those correspond-
ing to the position of the cell aggregate in the bioreactor. Thus, the
problem is unsteady, three-dimensional, and with time dependent
boundary conditions.

The problem of unsteady forced convection to a sphere for low
Reynolds numbers has been studied for asymptotically large or
small Pe. For low Pe, Konopliv and Sparrow@2# analyzed the
unsteady heat transfer from a sphere in a steady laminar flow.
They considered two types of transient problems started by sud-
denly exposing the sphere to a flow field of a different tempera-
ture: one when the sphere is isothermal but its temperature
changes with time and the other when the temperature of the

sphere is uniform and independent of time. For a uniform free
stream velocity field, solutions for the Nusselt number~Nu! were
obtained for small and large times. Feng and Michaelides@3# ana-
lyzed the problem of unsteady heat transfer on a sphere in a creep-
ing flow for very low Pe. With a steady, fully developed flow with
uniform temperature, a step change in temperature was imposed
on the sphere and a singular perturbation technique was used to
find the Nu expressions for asymptotically small and large times.
For asymptotically large Pe, Konopliv and Sparrow@4# studied a
similar problem of unsteady forced convection. The flow imposed
on the sphere corresponded to the Stokes solution with a high Pe,
which implies a thin thermal boundary layer. Solutions for Nu
were obtained for large and small times for high Pe.

For situations where the Pe and the time are not asymptotically
large or small, studies of unsteady forced convection are based
upon numerical solutions@5–9#. Abramzon and Elata@5# numeri-
cally solved the case of unsteady heat transfer on a sphere for an
intermediate Pe that ranges from 1 to 10,000. A steady creeping
flow was assumed and the temperature of the sphere was allowed
to vary with time. It was concluded that the characteristic time of
heating or cooling of the sphere is comparable with the time re-
quired to stabilize the thermal field near the sphere. Thus, a quasi-
steady approach would not be valid for this type of unsteady
problem.

Bentwich et al.@6# made use of the Boussinesq transformation
modified for time dependency to solve the time dependent diffu-
sion equation in steady incompressible flow over a sphere. The
authors were able to extend previous results restricted to high
Peclet number to a range of Peclet numbers from 1 to 1000. The
flow field was assumed irrotational and steady. The initial fluid
temperature distribution was assumed uniform, with a step change
in the ~uniform! sphere temperature.

Brauer@7# presented a theoretical discussion of the mass trans-
fer through the interface of a spherical fluid particle. Limiting
cases of internal and external mass transfer resistance and zero
motion systems were investigated. Creeping flow was assumed for
the surrounding fluid.

Feng and Michaelides@8# numerically investigated the problem
of heat transfer from a sphere with uniform surface temperature at
high Reynolds and Peclet numbers. Transient results were com-
puted for a step change in surface temperature with an initially
uniform external temperature field.

Juncu@9# numerically solved the problem of heat and/or mass
transfer from a sphere with internal circulation assuming creeping
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flow. The conjugate problem, where the transfer resistance inside
and outside the sphere are comparable, was investigated assuming
uniform temperature/concentration inside the sphere. Again, the
transient results were computed for a step change in sphere
temperature/concentration with an initially uniform external scalar
field.

These studies provide some insight, but are different than, the
problem of mass transport in the bioreactor. First, a different type
of boundary condition is specified on the surface of the sphere. In
the bioreactor, a uniform mass influx of oxygen on a spherical
surface is used as a model to represent the oxygen consumption of
the aggregate of cells@1,10#. Second, the local flow field that
surrounds the sphere~aggregate!is unsteady and non-uniform.
Third, in the bioreactor, the scalar concentration in the fluid ap-
proaching the sphere is varying with time. The evolution of the
local flow field, the development of the concentration boundary
layer and the motion of the sphere in a non-uniform concentration
distribution can all affect the development of the local concentra-
tion distribution that surrounds the sphere.

In this study, the unsteady mass transport on a sphere is numeri-
cally solved for the range of parameters typically found in the
bioreactor operated in space. The purpose is to analyze the differ-
ent processes that affect the development of the concentration
field. A better understanding of the fundamental processes of the
unsteady mass transport to a sphere can be very helpful in the
solution of the more complicate problem of mass transport in the
bioreactor.

2 Mathematical Model
Consider a concentric spherical domain about the sphere that

extends to a large, but finite distance. In this domain, the flow is
assumed axisymmetric about an axis in the incoming flow direc-
tion, incompressible and laminar. The fluid is considered Newton-
ian with constant viscosity,m, and density,r. The scalar is as-
sumed dilute with a constant mass diffusivity,DAB , that
corresponds to a binary mixture. Based on these assumptions, the
governing equation for the unsteady mass transport problem is

]c

]t*
1~vW •¹!c5Pe21¹2c, (1)

where the dimensionless fluid velocity,vW , and concentration dis-
tribution,c, are normalized with the free stream velocity,U` , and
concentration,C` , respectively. The nondimensional time,t* ,
results from normalizing the time,t, with the time scaletc1
5d/U` . The Peclet number is based on the diameter of the
sphere and is defined as Pe5U`d/DAB .

The average Sherwood number~Sh! is defined as Sh
5h̄md/DAB , where the mass transfer coefficient is averaged over
the surface of the sphere

h̄m5
1

A E
A

qw

C`~12cw!
dA. (2)

The mass influx at the surface,qw , and the free stream concen-
tration, C` , are specified by the boundary conditions, while the
concentration distribution at the surface of the sphere,cw , has to
be obtained from the solution of the mass transport problem.

3 Numerical Solution Technique
The spherical domain was divided into a finite number of small

control volumes or elements and the governing equations were
solved using a two-dimensional axisymmetric model. Figure 1
illustrates the meshed domain used in this simulation. The grid
was uniformly spaced in the angular direction using 72 nodes. In
the radial direction, an overall domain size of 12 sphere diameters
in all directions from the center~24 radii! was selected with 22
nodes. The radial direction grid was non-uniform with a finer
mesh close to the sphere and a coarser mesh in the outer region. A

finer mesh was employed in order that the numerical scheme
could resolve the higher gradients of velocity and concentration
that exist in the region near the sphere. Tests were conducted in
order to ensure that the domain size and the mesh resolution were
appropriate~for details, see Rivera@10#!.

Figure 2 shows the effects of overall domain size on the distri-
bution of surface concentration for the smallest and largest Pe
cases. The vertical scale has been expanded to show the small
differences between the two domain sizes. The surprisingly small
differences result because, even for Pe55.6, the concentration dis-
tribution reaches the free stream value over a much shorter dis-
tance than is required for the velocity distribution. The outer por-
tion of the velocity distribution for the smaller domain is
significantly distorted by the presence of the outer boundary con-
dition. However, the velocity distribution over the region where
the concentration varies is not much different from the larger do-
main results. Thus, the convective transport for the two cases is
nearly the same.

For the constant wall mass flux boundary condition of the
present study, the mass transfer results will be accurately deter-
mined when the surface concentration distributions are correct.
Thus, Fig. 2 shows that either domain size would be adequate for
computing mass transport. The larger domain was used for all
results.

Figure 3 shows the dimensionless surface concentration distri-
butions computed with two different mesh resolutions at Re50.59
and Pe5236. Mesh resolution I had 22 radial nodes and 72 azi-
muthal nodes as described above. Mesh resolution II had 44 radial
nodes and 144 azimuthal nodes. Again, the vertical scale has been
expanded to show the small differences. The Re and Pe values are
the largest of the present investigation, resulting in the steepest
gradients of velocity and concentration. The results indicate that

Fig. 1 Mesh of the computational domain

Fig. 2 Domain size effects on wall concentration distributions
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the mesh resolution I is sufficiently fine to resolve the velocity and
concentration gradients. Mesh resolution I was used for all results.

The high Sc values of interest for the present study~Sc5380!
limits the experimental results available in the literature to test the
computational scheme. Kramers@11# in 1946 conducted heat
transfer measurements on a sphere in a small oil tunnel. The Re
range of that study was from;0.5 to 12. The spherical domain
described above was used to compute Sh over a similar Re range
as shown in Fig. 4. Also shown is a heat transfer correlation of
Whitaker@12#, evaluated for Pr5380. The Whitaker correlation is
shown only down to Re53.5, since this is the lower limit of
applicability for the correlation. The present results are generally
in good agreement with Whitaker and Kramers. The departure of
Whitaker is assumed to be indicative of applying the correlation at
the lower limit for which it was developed. The agreement with
Kramers is very good, with a slight departure at low Re. Rivera
@10# was able to show, with a computational domain similar to
Kramers’ oil tunnel geometry, that the low Re difference is due to
increased blockage effects from the tunnel.

The governing equations were solved using the CFD software
package FLUENT™ that is based upon a Finite Volume Method.
A second-order upwind scheme was used to interpolate the con-
vective terms@13#. This scheme was chosen because it minimizes

the false diffusion presented in other interpolation techniques such
as the first order upwind. The diffusive term was approximated
with a central difference method of second order. A finite differ-
ence second order implicit scheme was used to discretize the gov-
erning equations in time.

The Navier-Stokes equations were solved on a staggered grid in
order to avoid unrealistic results such as oscillation in pressure
or fluid velocity. A scheme based upon the coupled pressure-
velocity correction method was used to solve the momentum
equations@14#.

The Navier-Stokes equations and the scalar transport equation
were solved in a sequential manner. That is, the flow field was
calculated first and then the velocity values were used for the
solution of the scalar transport equation. Iterations were per-
formed until the normalized residual for the continuity equation
was reduced by more than four orders of magnitude.

4 Results and Discussion
The general unsteady mass transport problem can be thought of

as having three different mechanisms that affect the concentration
field that surrounds the sphere. The first mechanism is time de-
pendent transport due to the development of an unsteady flow
field. The second mechanism is changes of the concentration field
resulting from unsteady scalar flux at the sphere surface. The third
mechanism is variations of the free stream concentration boundary
condition due to the motion of the sphere in a fluid environment
with a non-uniform concentration distribution. To determine the
importance of each of these mechanisms in the mass transport
process for the range of parameters of interest, some special cases
were investigated.

In the first case a sphere is located in a fully developed, steady
flow field with a uniform initial concentration field. At timet
50, a step change in the uniform mass influx boundary condition
is specified on the sphere surface. This case is used to study the
development of the concentration field, independent of the flow
field development~second mechanism!.

The second case consists of the unsteady forced convection
problem with a step change in the free stream velocity with the
scalar flux at the surface held constant. The sphere is impulsively
started att50 from rest to a finite velocity. The initial concentra-
tion distribution of this case is given by the solution of the steady
mass diffusion problem. The boundary conditions are a constant
and uniform mass influx of species on the sphere and a uniform
free stream concentration in the far field. In this case, the impor-
tance of each of the three mechanisms is studied.

The third case is the same as the second case except that the
velocity field undergoes a step change from rest to the steady state
velocity field att50. This case, when compared with the second
case, shows the dependence of the solution on the velocity field
development.

The second and third cases were chosen to study the problem as
the mass transport solution goes from one steady state solution to
another. The zero velocity initial state was chosen to give the
largest change possible between the initial and final states. A uni-
form initial concentration distribution was not used for this case
because that problem results in a more complicated solution due
to simultaneous changes in both velocity and mass influx bound-
ary conditions att50. Also, other initial spatial distributions
~other than that due to steady state diffusion! tend to have signifi-
cant changes in the far field spatial distribution over the time it
takes for the sphere to pass through the domain, thus further com-
plicating the transient response.

Each of these three cases was studied over a typical range of Re
and Pe values that the sphere experiences in the bioreactor in
micro gravity. The results obtained from the numerical solution of
the unsteady mass transport for each case are first presented then
the importance of each of the mechanisms mentioned above is
analyzed with the use of appropriate time scales.

Fig. 3 Mesh resolution effects on wall concentration distri-
bution

Fig. 4 Comparison of computed results with accepted results
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4.1 Step Change in Mass Influx„Case 1…. Since the flow
field is steady for this case, the unsteady mass transport problem is
modeled with the scalar transport Eq.~1! with constant coeffi-
cients~with respect to time!. Assuming the axis of symmetry to be
the u50 axis, the initial and boundary conditions are

c~r ,u,t !51, t,0, (3)

¹c~0.5,u,t !5
dqw

C`DAB
r̂ , t.0, (4)

c~r ` ,u,t !51, (5)

]c

]u
~r ,u,t !50 at u50 and u5p. (6)

For these equations, the radius,r, is scaled with the diameter,d,
of the sphere. Condition~3! refers to an initial uniform concentra-
tion distribution att50. Condition~4! represents the step change
in the surface mass influx of species. Condition~5! indicates a
uniform concentration specified on the outer boundary of the do-
main. Condition~6! is a result of ~assumed!symmetry in the
problem.

The velocity field in Eq.~1! is obtained by solving the steady
Navier-Stokes equations. The boundary conditions are: no-slip
and no-penetration of fluid at the surface of the sphere and a
normalized uniform velocity of the fluid imposed at the outer
boundary of the domain in theu50 direction.

4.1.1 Mass Transport Response.This mass transport prob-
lem is numerically solved for a Pe that varies from 5.6 to 300. For
Sc of 400, the Re ranges from 0.014 to 0.75, respectively. Figure
5 shows the time variation of Sh for these Pe values and for the
mass diffusion problem~Pe50!. The locations of one convective
time scaletc15d/U` are indicated on the figure for Pe55.6 and
Pe5300. The Sh starts from a large value and decreases continu-
ously until a steady state solution is approached. The initial large
value for the Sh number can be understood by referring to its
definition ~see Eq.~2!!. The Sh is proportional to the surface in-
tegral of the scalar flux divided by the difference between the wall
and free stream concentrations (12cw). After the uniform mass
influx is imposed fort.0, the value of the concentration differ-
ence (12cw) is very small resulting in large values for the Sh. As
the concentration boundary layer develops, the Sh decreases be-
cause the value of (12cw) increases.

Notice in Fig. 5 that the Sh curves for Pe55.6 and Pe5300
collapse with the mass diffusion solution for times smaller than
the corresponding convective time scale for each Pe. For times
shorter than one convective time scale, diffusion dominates the

convection in the overall mass transport process, and the growth
of the concentration boundary layer is independent of the flow
field. For times larger than the convective time scale,tc1 , the
convection process starts to be important, and the Sh curves for
Pe55.6 and Pe5300 diverge from the one for Pe50 approaching
their steady-state values. The other Pe values considered also
present similar behavior. The Sh converges to steady state faster
as the Pe is increased because the concentration boundary layer is
thinner for larger Pe and the free stream velocity is larger.

A similar behavior in the response of the Nu values, for the
analogous heat transfer problem, was observed in the numerical
solution of Abramzon and Elata@5#. However, the asymptotic
steady state values for Nu were lower because a Dirichlet bound-
ary condition was specified on the sphere instead of a Neumann
boundary condition as in the present study.

4.1.2 Time Scales.For case 1, the sphere moves in a steady
flow field with a uniform concentration distribution. That is, after
the step change of uniform mass influx is imposed on the sphere,
the concentration boundary layer grows with a concentration
value at its edge equal to the constant free stream concentration.
For this case, only time scales that correspond to the development
of the concentration boundary layer need to be considered. Other
time scales of the unsteady mass transport process due to the
development of the flow field and the free stream variations of the
concentration are not relevant for this case.

Two types of time scales for this case are considered. First, the
time scales that are traditionally used to normalize the time for the
unsteady mass transport problem are presented. Later, a new
method to compute time scales that produce better results for
larger times is presented.

Figure 6 shows the variation of the computed average wall
concentration difference,cw* , with respect to the dimensional
time, t, for different Pe values. The normalized wall concentration
differencecw* is defined as

cw* 5
~12cw!

~12cwIst!
, (7)

wherecwIst correspond to the asymptotic steady state value of the
surface concentration.

The results are presented in terms of the surface concentration
difference as an alternative indication of the mass transport re-
sponse. Since the free stream concentration,C` , and the mass
flux, qw , are constants, the variation of Sh with time is directly
related to the variation of the surface concentration difference,
cw* . For t.0, the cw* values increase at different rates until an

Fig. 5 Mass transport response for a step change in mass
influx

Fig. 6 Time response of the average surface concentration for
a step change in the mass influx boundary condition

Journal of Heat Transfer AUGUST 2003, Vol. 125 Õ 719

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



asymptotic steady state value of 1.0 is reached. Thecw* curves
approach steady state faster as the Pe is increased.

Traditional Time Scales. For Pe.1 a natural choice for the
time scale is the convective time scaletc15d/U` . Figure 7 shows
the variation ofcw* as functions of dimensionless timet* 5t/tc1
5tU` /d for the same Pe values considered above.

The cw* variations witht* show thattc15d/U` is not an ap-
propriate time scale because the mass transport responses int*
still show high dependence on Pe.

Konopliv and Sparrow@4# proposed a modified diffusive time
scale to normalize the time for low Re and high Pe as
td1}(d2/DAB)Pe22/3. This time scale is based upon an assumed
linear variation of velocity in a thin scalar concentration boundary
layer and is obtained by equating the diffusive and convective
time scales at a point in the boundary layer development. This can
also be written in the form of a convective time scale astc2

5(d/U`)Pe1/3. Figure 8 shows the variations of the wall concen-
tration difference,cw* , with the nondimensional timet* 5t/tc2

5(tU` /d)Pe21/3 for the Pe values used above. Thecw* curves for
the different Pe values collapse to a single curve for a timet*

,0.5. This collapsing for the small times can be explained as
follows: For small times, the development of the concentration
boundary layer is again independent of the Pe because the mass
transport process is dominated by pure diffusion. That is, the time
scale tc2 has removed the Pe dependence introduced by the Pe
dependent scaling ofcw* . For larger times, (t* .0.5), convection
start to be important and the development of the concentration
boundary layer depends upon the values of Pe. For the low Re
situations of the present study, the dimensionless velocity field
remains constant and the concentration fields change with Pe.
Thus, the time scaletc2 cannot predict well this dependence on
Pe, resulting in a convergence ofcw* to steady state at different
rates for larger times. This is a manifestation of the nonlinear
velocity distribution over the concentration boundary layer thick-
ness, where linearity was assumed in the original model. As the Pe
is reduced, the concentration boundary layer thickness increases
and nonlinearity of the velocity profile becomes more important.

Modified Convective Time Scale. In order to find a time scale
that is more appropriate for large times and lower Pe, the follow-
ing approach was taken. Consider the two processes that deter-
mine the development of the concentration boundary layer for this
transient problem: diffusion that produces an increase in the thick-
ness of the concentration boundary layer and convection that
tends to reduce it. Two different time scales exist for these com-
peting processes. A diffusive time scaletd25dm

2 /DAB defined in
terms of the thickness of the concentration boundary layerdm and
the mass diffusivity DAB , and a convective time scaletc3
5d/Udm , whered is the sphere diameter andUdm is the velocity
at the edge of the mass boundary layer. Equating the time scales
td2 and tc3 at some position in the boundary layer, an equation in
terms of Pe is obtained as

Pe215S dm

d D 2S Udm

U`
D . (8)

For low Reynolds numbers~Re,1!, the velocity field can be
obtained from the Stokes’ solution~see for example Eq.~5! in
Abramzon and Elata@5#!. The ratio of velocityUdm /U` at a lo-
cationu5p/2 is given as

Udm

U`
5 f ~z!5

8z319z213z

8~z10.5!3
, (9)

wherez5dm /d. Using Eq.~9!, Eq. ~8! can be written

Pe215
z2~8z319z213z!

8~z10.5!3
. (10)

The following procedure was used to compute the characteristic
time scale of this unsteady problem. First,z is computed from Eq.
~10! for a given Pe. Second,Udm is determined from Eq.~9! for
this z. Third, the computed time scaletc3 is obtained as

tc35d/Udm5d/U` f ~z!. (11)

Figure 9 shows the wall concentration difference,cw* , variation
with the dimensionless timet* 5t/tc3 for each Pe. The surface
concentration differences,cw* , collapse into a single curve for the
different Pe fort* .1. Thus, the computed time scale effectively
removes the Pe dependence incw* for large times. For smaller
times (t* ,1), diffusion dominates convection and the curves de-
part from a single curve.

In the proposed method the variation of the fluid velocity within
the concentration boundary does not have to be linear. That is, the
computed time scaletc3 is not restricted to asymptotically high Pe
values. Since, the Stokes’ solution was used to obtain the velocity
Udm , the method applies for Re,1 ~a maximum Re of 0.75 was
used in the computation ofcw* ).

For the moderate Pe range of interest, the proposed method
improves the collapse at larger times, but worsens the collapse at

Fig. 7 Time response of the average surface concentration for
a step change in the mass influx boundary condition using as a
time scale t clÄdU `

Fig. 8 Time response of the average surface concentration for
a step change in the mass influx boundary condition using as a
time scale t c2Ä„dU `…PeÀ1Õ3
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shorter times. This is a result of the concentration boundary layer
passing through a diffusion dominated growth process for short
times, followed by a Pe dependent growth at larger times. For the
limited Re and Pe range of interest, no single time scale~itself
independent of time! can collapse both the diffusion dominated
and the convection dominated processes.

4.2 Step Changes in Velocity„Cases 2 and 3…. The prob-
lem of unsteady mass transport is solved for a sphere that is im-
pulsively moved from rest. These cases are modeled with the un-
steady scalar transport equation, Eq.~1!. For case 2, the velocity
field is determined from the solution of the Navier-Stokes equa-
tion for a step change in the free stream velocity fromU`50 at
t50 to U`5constant fort.0. For case 3, the step change in the
velocity field is from rest to the steady Stokes solution att50.
The concentration field boundary conditions are a uniform mass
influx on the sphere and a uniform free stream concentration far
from the sphere~on the outer domain boundary!. The initial con-
centration field corresponds to the distribution of the steady mass
diffusion problem. A sufficiently large domain was chosen in or-
der to have a solution that is insensitive to the size of the domain.

The concentration field development for case 2 is subject to all
three of the mechanisms identified above: flow field development,
concentration boundary layer development, and free stream con-
centration variations~in the sense that a new boundary layer is
developing within an existing nonuniform concentration field!.
Case 3 is a nonphysical situation that, when compared with case
2, is used to isolate the effects of velocity field development.

4.2.1 Mass Transport Response.The response of the Sh to a
step change of the free stream velocity~case 2!is shown in Fig.
10 for a series of Pe values that range from Pe55.6 to Pe5236.
The Sh responses start from the diffusion value of 2 for all the Pe
considered. After the sphere is impulsively moved, the difference
(12cw) decreases with time resulting in a continuous increase in
the Sh until a steady state value is reached. A more rapid conver-
gence of the Sh to steady state is obtained as the value of the Pe is
increased.

4.2.2 Time Scales.By defining appropriate time scales for
the different development mechanisms, it is possible to assess the
relative importance of each mechanism in the overall Sh time
dependence.

Velocity Field Development Time Scale. To characterize the
evolution of the flow field~first mechanism!, the diffusive time
scale,t f d5dm

2 /n, is selected as representative of the growth of the

viscous region. This is appropriate because, for these low Re val-
ues, the inertia effects are small compared with the viscous and
pressure gradient effects. Thus, the velocity field development is
dominated by viscous diffusion. Note thatdm was selected as the
characteristic length fort f d because, for the large Sc considered
~Sc5400!, the thicknessdm of the concentration boundary layer is
small compared with the thickness of the viscous region. Thus, the
part of the flow field that affects the development of the local
concentration distribution is primarily that near the sphere, within
a distancedm .

Figure 11 shows the transient response of the Sh computed for
cases 2 and 3 for Pe of 40 and 236. For a Sc of 400, these Pe
values correspond to Re of 0.1 and 0.59, respectively (U`52.95
31024 m/s for Re50.59 andU`5531025 m/s for Re50.1!. The
time has been normalized with a convective time scalet*
5t/tc1 . The effect of the velocity field development on the mass
transport response is very small. This difference is small because
the ratio of t f d /tc1 is small. For Re50.59 and 0.1, the ratios of
t f d /tc1 are 0.009 and 0.006, respectively. Thus, the velocity field

Fig. 9 Time response of the average surface concentration for
a step change in the mass influx boundary condition using the
computed time scale t c3Äd ÕUdm

Fig. 10 Mass transport response for a step change in the free
stream velocity

Fig. 11 Effect of the evolution of the flow field on the mass
transport response. Case 2: solution for a step change in ve-
locity. Case 3: solution using a steady Stokes flow field for t
Ì0. An initial diffusion distribution is specified for both simu-
lations.
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development time is much shorter than one convective time scale
and differences in the velocity field development cause negligible
delays in the concentration field development.

Free Stream Concentration Time Scale. The third mechanism
for this case corresponds to variations in the local concentration
field due to the motion of the sphere through the initial diffusion
concentration distribution. The time scale of this process is just
the convective scaletc1 . A value of 6.35tc1 corresponds to the
time for the sphere moving atU` to travel a radial distance from
the center of the sphere to the position where the initial concen-
tration is 99% of the free stream concentration.

The transient response of the Sh for different Pe values using
this convective time scale is shown in Fig. 12. Here, the Sh has
been normalized as

Sh* 5
Sht* 2Sht* 50

Shst2Sht* 50
, (12)

wheret* 5t/tc15tU` /d. For t* .0 the Sh* increase at different
rates until they approach a value of Sh*51 for t* .22. In this
dimensionless time, the Sh* values approach steady state faster as
the Pe decreases. Also, for Pe540 the curve for Sh* is nearly the
same as for Pe55.6 while the curves for higher Pe are distinct.

For low Pe values, the concentration boundary layer is thick
and the free stream velocity is a good estimation of the character-
istic velocityUdm . Therefore, the Sh curves tend to collapse with
the convective time scale. For higher Pe values, the concentration
boundary layer becomes smaller relative to the hydrodynamic
boundary layer. Thus, the velocity ratio at the edge of the concen-
tration boundary layer,Udm /U` becomes smaller as the Pe in-
creases. In this case, the time scale for the growth of the concen-
tration boundary layer,tc35d/Udm , increases relative to the time
scale associated with the effect on the local concentration field
due to the motion of the sphere in the nonuniform concentration
distribution,tc15d/U` . Thus, the higher Pe cases are delayed in
time relative to the low Pe cases.

Figure 13 is a plot of Sh* variations as functions of dimension-
less time after subtracting the time for boundary layer develop-
ment, t* 5(t2tc3)/tc1 . The times for concentration boundary
layer development,tc3 , are shown for each Pe. The near collapse
of the Sh* to one curve indicates that the choice of a convective
time scale with a Pe dependent delay, for concentration boundary
layer development, is a realistic model for this situation. This can
also be supported by the collapse of the Sh* plots for times less
than tc3 when plotted as functions oft* 5t/tc3 ~not shown!.

This type of response to a time varying free stream concentra-
tion ~at the edge of the concentration boundary layer! can also be
viewed as follows. In a time dependent boundary layer problem, it
takes some time for concentration variations at the outer edge of
the concentration boundary layer to propagate through the layer to
the sphere surface. This time is a diffusion time through the
boundary layer thickness,td25dm

2 /DAB , which must be equal to
the associated convective time scaletc35d/Udm . This type of
time delay is typical of first order systems with time dependent
boundary conditions.

5 Conclusions
The transient mass transport to a sphere starting at one steady

state condition and moving to a second steady state condition in
response to a step change in velocity has been studied. Special
cases have been presented to illustrate the relative importance of
the three mechanisms: concentration boundary layer development,
velocity field development, and time dependent free stream con-
centration field. From these cases, the following conclusions can
be drawn.

There is more than one time scale associated with the develop-
ment of the concentration boundary layer. For smaller times, dif-
fusion is the dominant process and the growth of the concentration
boundary layer is independent of Pe. For longer times, convection
becomes important and the mass transport response depends upon
the Pe. A time scale based upon a convection velocity at the edge
of the concentration boundary layer is presented that provides
good collapse of the time dependent surface concentration curves
for different Pe. The computed time scales using this method are
valid for a larger range of Pe values than those obtained in previ-
ous investigations, because the variation of the fluid velocity
within the concentration boundary layer is not assumed linear.
Although, the Stokes solution is used in this method, the
computed time scales are shown to provide good results for Re
up to 0.75.

For the Re and Pe considered in this study~Re varies from
O(0.01) toO(0.1) and Pe does fromO(1) to O(100)), the evo-
lution of the flow field has a negligible effect in the time response
of the Sherwood number. That is, the flow field develops much
faster than the concentration field.

For this problem and this range of parameters, the unsteady
mass transport process is primarily a function of two convective
time scales. For short times, the dominant time scale is that asso-
ciated with the concentration boundary layer development. For
longer times, the time scale associated with the free stream con-

Fig. 12 Response of the normalized Sherwood number using
a convective time scale, t clÄdU `

Fig. 13 Response of the normalized Sherwood number using
a convective time scale with time delay
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centration variation~the convective time scale! is dominant. By
subtracting the time for concentration boundary layer develop-
ment, the results scale well with a simple convection time.
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Nomenclature

A 5 Sphere surface area,@m2#
c 5 Scalar concentration normalized byC`

cw* 5 Normalized surface concentration difference,cw* 5(1
2cw)/(12cwIst)

C` 5 Free stream concentration,@kg/m3#
DAB 5 Mass diffusivity of species A into fluid media B,

@m2/s#
d 5 Sphere diameter,@m#

d2 5 dimensionless domain outer diameter
h̄ 5 Surface-average heat transfer coefficient,@W/m2 K#

h̄m 5 Surface average mass transfer coefficient,@m/s#
Nu 5 Nusselt number,h̄d/a
Pe 5 Peclet number,dU` /DAB
Pr 5 Prandtl number,n/a
qw 5 Mass flux of species at the sphere surface,@kg/m2 s#
Re 5 Sphere Reynolds number,dU` /n

r 5 Radial coordinate normalized byd
r& 5 unit vector inr direction

Sc 5 Schmidt number,n/DAB
Sh 5 Sherwood number,h̄md/DAB

Sh* 5 Normalized Sherwood number,
Sh* 5(Sht* 2Sht* 50)/(Shst2Sht* 50)

t 5 Time, @s#
t* 5 Time normalized by a time scale
tc1 5 Convective time scale,d/U`
tc2 5 Convective time scale, (d/U`)Pe1/3

tc3 5 Convective time scale,d/Udm
td1 5 Diffusive time scale, (d2/DAB)Pe22/3

td2 5 Diffusive time scale,dm
2 /DAB

t f d 5 Viscous diffusive time scale,dm
2 /n

U` 5 Free stream fluid velocity,@m/s#

Udm 5 Velocity at the edge of the concentration boundary
layer atu5p/2

vW 5 Fluid velocity normalized byU`
z 5 dm /d

Greek Letters

a 5 Thermal diffusivity,@m2/s#
dm 5 Concentration boundary layer thickness,@m#
m 5 Fluid dynamic viscosity,@kg/m s#
n 5 Fluid kinematic viscosity,@m2/s#
r 5 Fluid density,@kg/m3#
u 5 Polar coordinate,@rad#

Subscripts

st 5 Steady state value
w 5 Surface or wall value
` 5 Free stream value for viscous region

dm 5 Concentration boundary layer thickness value
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Evaluation of Combined Heat and
Mass Transfer Effect on the
Thermoeconomic Optimization of
an Air-Conditioning Rotary
Regenerator
The purpose of this paper is to demonstrate the importance of the use of the exergy
analysis in the optimization of the geometry of a periodic-flow regenerator. The optimum
geometry of the regenerator is determined using the unit cost of exergy of the warm air
delivered as the objective function. The running cost is determined using different unit
costs for the pressure component of exergy E˙ DP and the thermal component of exergy
ĖDT, which are evaluated separately. The ratio of the two unit costs has been calculated
for an air-conditioning application in which the regenerator is used. A mathematical
model of condensation, evaporation, thermal conductivity and heat transfer is presented
for calculating the fluid and matrix temperatures effect on the regenerator performance.
The governing differential equations have been formulated in terms of the characteristic
dimensionless groups~P t , L t , and Zt!. @DOI: 10.1115/1.1589504#

Keywords: Exergy Analysis, Heat Transfer, Heat Exchangers, Optimization, Regenera-
tors, Thermoeconomic

Introduction
Regenerators are heat exchangers in which the hot and cold

fluids flow alternately with as little physical mixing between the
two streams as possible. The amount of energy transfer is depen-
dent upon the geometry and thermal properties of the matrix as
well as fluid and flow properties of the fluid stream.

Mass transfer plays an important role in many industrial pro-
cesses such as removal of pollutants from plant discharge streams
by absorption, the stripping of gases from waste water, the diffu-
sion of adsorbed substances within the pores of activated carbon,
air conditioning, etc.

Condensation can occur in regenerators when the matrix tem-
perature is below the dew-point temperature of inlet exhaust air.
The performance of a regenerator in which only sensible heat is
transferred has been analyzed by several authors@1–3#. Hausen
@2#, van Leersum and Ambrose@4# studied the effect of both sen-
sible heat and latent heat.

Hausen@2# has considered the problem of condensation in a
regenerator using a graphical step by step process of solution
based on the finite difference techniques. His method is approxi-
mate, and the only results given apply to extremely low tempera-
ture applications of the regenerator. van Leersum and Ambrose@4#
have modeled condensation and evaporation processes in a regen-
erator using a finite temperature scheme. Although they described
the mathematical model used, few details of the numerical model
of finite difference scheme are given. They have also shown the
effect of condensation and evaporation on the regenerator perfor-
mance. van Leersum and Ambrose@4# have compared their nu-
merical results for their model with experimental results and have
shown good agreement. van Leersum@5# described a numerical
method which allows accurate simulation of a counter flow ther-
mal regenerator when condensation and evaporation occur.

This paper presents a numerical model of a periodic-flow re-
generator with non-hygroscopic material in which condensation
and evaporation occur. A finite difference method has been used
for calculating the fluid and matrix temperatures and the moisture
content distributions, and applied to the steady-state performance
under conditions of finite rotational speed, finite heat conduction
and finite mass transfer, and evaluated for different parameters.
The thermal conductivity parameterZt , presented by Jassim@3# is
used to determine the influence of thermal conductivity of the
material on the regenerator performance andP andL method is
used to determine the effectiveness. The regenerator effectiveness
has been evaluated over the following range of the dimensionless
parameters.

k* 5C* 5~hA!* 5~As!* 51.0

50.0>Lt>0 @L t5~2LcLh /~Lc1Lh!#

50.0>Pt>0 @P t5~2PcPh /~Pc1Ph!#

0.016>Zt>0

In this paper, the governing differential equations are formu-
lated in terms of characteristics dimensionless groupsP t , L t ,
andZt .

The theory which has been developed by Jassim@6# and Kotas
and Jassim@7# is applied here to an air-conditioning rotary regen-
erator to determine the effect of mass transfer on the performance
and the cost ratioRc .

Regenerator Performance
The overall regenerator effectiveness may be defined as,

1

HEE
5

1

2 S 1

HEEh
1

1

HEEc
D (1)

For symmetric and balanced regenerator, the effectiveness for hot
side and cold side are
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HEEh5
~ th,i2 t̄ h,e!

~ th,i2tc,i !
(2a)

HEEc5
~ t̄ c,e2tc,i !

~ th,i2tc,i !
(2b)

The overall humidity effectiveness is presented as a harmonic
mean,

1

HEEhu
5

1

2 S 1

HEEhu,h
1

1

HEEhu,c
D (3)

For symmetric and balanced regenerator, the humidity effec-
tiveness for hot side and cold side are@8#,

HEEhu,h5
wh,i2w̄h,e

wh,i2wc,i
(4a)

HEEhu,c5
w̄c,e2wc,i

wh,i2wc,i
(4b)

where

w̄h,e5
1

Nh
(
j 51

Nh

wh,e~L1,j ! (5a)

w̄c,e5
1

Nc
(
g51

Nc

wc,e~L1,g! (5b)

and

L15Nr11

The Mathematical Model
The following assumptions have been used in the derivation of

the mathematical model:~1! The convective mass transfer coeffi-
cient is constant throughout the regenerator; and~2! The trans-
ferred water vapor is condensed and evaporated at the same cross
section viewed in the fluid flow direction.

The mass transfer rate equation for hot side can be expressed as
@8#

ṁh5
]wh

]y
5

~bA!h

L
Dwav,h (6)

where

bh5
hh

Lecp,h
5hmr (7)

and Le is the Lewis relation and is equal to 1@8#.
(Dwav,h) represents the mean difference between the absolute

humidity in the air and at the matrix surface which is given by

Dwav,h5~1/2!@wh~ i , j !1wh~ i 11,j !#2~1/2!@wsa,h~ i , j !

1wsa,h~ i , j 11!# (8)

Considering the energy balance for an element as shown in Fig. 1,
the energy transferred to the element by convection plus the en-
ergy accumulated in the element due to conduction, plus energy
transferred to the element by mass transfer must equal the energy
storage in the element. Thus,

th~ i , j !2th~ i 11,j !1
kh~As!hNrLh

2L~hA!h
@Tw,h~ i 21,j !1Tw,h~ i 21,j

11!22Tw,h~ i , j !22Tw,h~ i , j 11!1Tw,h~ i 11,j !1Tw,h~ i

11,j 11!#1
~hvṁ!hLh

~hA!h
@wh~ i , j !2wh~ i , j 11!#

5
NhLh

NrPh
@Tw,h~ i , j 11!2Tw,h~ i , j !# (9)

The outlet fluid temperature, humidity and matrix temperature
for an element on the side ofLh , can be obtained from the fol-
lowing simplified equation@6#

th~ i 11,j !5R1th~ i , j !1R2@Tw,h~ i , j !1Tw,h~ i , j 11!# (10)

wh~ i 11,j !5R3wh~ i , j !1R4@wsa,h~ i , j !1wsa,h~ i , j 11!#
(11)

Tw,h~ i , j 11!5R5th~ i , j !1R6@wh~ i , j !2wh~ i 11,j !#

2R7Tw,h~ i , j !1R8@Tw,h~ i 21,j !1Tw,h~ i 21,j

11!1Tw,h~ i 11,j !1Tw,h~ i 11,j 11!# (12)

Since the longitudinal heat transfer by conduction to the first
row elements and transfer from the last row elements is zero, the
matrix temperature at the first and last row can be stated as

Tw,h~1,j 11!5R9th~1,j !2R10Tw,h~1,j !

1R11@wh~1,j !2wh~2,j !#

1R12@Tw,h~2,j !1Tw,h~2,j 11!# (13)

Fig. 1 Schematic representation heat exchange elements of a rotary regenerator
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Tw,h~Nr , j 11!5R9th~Nr , j !2R10Tw,h~Nr , j !

1R11@wh~Nr , j !2wh~Nr11,j !#

1R12@Tw,h~Nr21,j !1Tw,h~Nr21,j 11!#

(14)

Similarly, for an element on the side ofLc the rate equation is

ṁc5
]wc

]y
5

~bA!c

L
Dwav,c (15)

bc5
hc

Lecp,c
5hmr (16)

and (Dwav,c) represents the mean difference between the absolute
humidity in the air and at the matrix surface, is assumed to be

Dwav,c5~1/2!@wsa,c~ f ,g!1wsa,c~ f ,g11!#

2~1/2!@wc~ f ,g!1wc~ f 11,g!# (17)

Substituting Eq.~16! into Eq. ~15!, we have

ṁc5
]wc

]y
5

~hA!c

LLecp.c
Dwav,c (18)

The specific heat of cold side air can be expressed as

cp,c5cp,a1wav,ccp,v (19)

cp,c andcp,v , for the element on side ofLc are evaluated attav,c
where

wav,c5
wc,i1w̄c,e

2
(20a)

tav,c5
tc,i1 t̄ c,e

2
(20b)

Rearranging Eq.~18!, we have

ṁc

Nc
@wc~ f 11,g!2wc~ f ,g!#5

~hA!cLh

NcNrLecp,c
Dwav,c (21)

The energy balance forLc side is

tc~ f 11,g!2tc~ f ,g!1
kc~As!cNrLc

2L~hA!c
@2Tw,c~ f ,g!12Tw,c~ f ,g11!

2Tw,c~ f 21,g!2Tw,c~ f 21,g11!2Tw,c~ f 11,g!

2Tw,c~ f 11,g11!] 1
~hvṁ!cLc

~hA!c
3@wc~ f 11,g!2wc~ f ,g!#

5
NcLc

NrPc
@Tw,c~ f ,g!2Tw,c~ f ,g11!# (22)

The outlet temperatures and humidity of the elements on the
side ofLc can be obtained as follows~see Appendix A!

tc~ f 11,g!5S1tc~ f ,g!1S2@Tw,c~ f ,g!1Tw,c~ f ,g11!#
(23)

wc~ f 11,g!5S3wc~ f ,g!1S4@wsa,c~ f ,g!1wsa,c~ f ,g11!#
(24)

Tw,c~ f ,g11!5S5tc~ f ,g!1S6@wc~ f ,g!2wc~ f 11,g!#

2S7Tw,c~ f ,g!1S8@Tw,c~ f 21,g!1Tw,c~ f 21,g

11!1Tw,c~ f 11,g!1Tw,c~ f 11,g11!# (25)

The matrix temperature for the last and first row can be stated
as

Tw,c~1,g11!5S9tc~1,g!2S10Tw,c~1,g!1S11@wc~1,g!

2wc~2,g!#1S12@Tw,c~2,g!1Tw,c~2,g11!#

(26)

Tw,c~Nr ,g11!5S9tc~Nr ,g!2S10Tw,c~Nr ,g!1S11@wc~Nr ,g!

2wc~Nr11,g!#1S12@Tw,c~Nr21,g!1Tw,c~Nr

21,g11!# (27)

Calculation Procedure
The governing differential equations are solved by finite differ-

ence technique following the approach proposed by Holmberg for
mass transfer@8#. The solution has three boundary conditions as
mentioned by Jassim@6# and the same procedures are used for the
special case whenPh5Pc50 and for the evaluation of the ma-
trix temperature@3#. Another condition for absolute humidity is
added here

wh~1,j !5wh,i j 51,2 . . . Nh (28)

wc~1,g!5wc,i g51,2 . . . Nc (29)

The specific heat capacity of moist air should be evaluated at
tav,h and wav,h ~similar to Eqs.~20a! and ~20b! except the sub-
script should be changed to ‘‘h’’. In order to find their values, it is
necessary to calculate the average temperature and relative humid-
ity. Therefore an estimate can be made by assuming thetav,h
5th,i andwav,h5wh,i .

The absolute humidity of the air at the matrix surface is related
to the surface temperature. When this temperature is lower than
the dew-point temperature of the exhaust air (dpt,h) the conden-
sation will occur, the saturation absolute humidities are obtained
from the following equations,

wsa,h50.622
Pvs,sh

Patm2Pvs,sh
(30)

wsa,c50.622
Pvs,sc

Patm2Pvs,sc
(31)

where
Pvs,s5the saturation pressure of water vapor at the matrix sur-

face temperature
Patm5atmospheric pressure~101.325 kPa!
The absolute humidity at the inlet states and the relative humid-

ity can be obtained from

wh,i50.622
Pv,h

Patm2Pv,h
(32)

Fh5
Pv,h

Pvs,h
(33)

wc,i50.622
Pv,c

Patm2Pv,c
(34)

Fc5
Pv,c

Pvs,c
(35)

where
Pv5partial pressure of water vapor
Pvs5saturation pressure of water vapor at air temperature

~ASHRAE fundamentals@9#!.
The moisture of the exhaust air is transferred on the matrix

surface by condensing, when the surface temperature for elements
falls below the inlet dew-point temperature of the exhaust air
dpt,h . The surface temperature for element is expressed by

Tw,hav~ i , j !5
Tw,h~ i , j !1Tw,h~ i , j 11!

2
(36)
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From this temperature, the saturation absolute humiditywsa,hav
for the element would be evaluated, and is expressed by,

wsa,hav~ i , j !5
wsa,h~ i , j !1wsa,h~ i , j 11!

2
(37)

If Tw,hav( i , j ) is less thandpt,h , the absolute humidity for the
next nodewh( i 11,j ) obtained from Eq.~11! after the saturation
absolute humidity for both nodes are obtained from Eq.~37!.

The gas temperatures for the first row on the side ofLh are
known and the matrix temperatures for the first column are also
known. The calculation begins with the first element in the first
column, but from the finite temperature difference equations it is
seen that, in order to solve it for the matrix outlet temperature for
a particular element, it is necessary to know the matrix tempera-
ture of the next element. An estimate of these temperatures can be
made by determining the temperature distribution for zero con-
duction@10#, setting the constants~R8!, ~R12!, ~S8!, and~S12!to
zero. And it is necessary to know the air relative humidity for the
next element to evaluate the average matrix temperature using Eq.
~36!. An estimate of this temperature can be made by assuming it
to be equal to the first element temperature, then the absolute
humidity for the second row calculated from Eq.~11!. Then the
matrix temperature for the next element which is assumed will be
calculated from Eq.~12!. Now the result should be compared with
the first value, if the difference is nearly zero, then it is satisfied
and calculation can be continued for next element and so on.
Otherwise the first matrix temperature value that is assumed
should be replaced by the new value, which is calculated form Eq.
~12!, and the calculations repeated. After the calculations are com-
pleted for this side the average temperature and the average rela-
tive humidity should be calculated and compared with the first
values. If the differences are nearly zero, then the calculation with
conduction can be carried out. Otherwise, the first values should
be replaced by the new values and the calculations repeated. The
problem is solved for no conduction case to obtain the initial
estimate of matrix temperature for the problem with conduction.
Now with this initial estimate of all element temperatures the
calculations are carried out. Notably, the next element matrix tem-
perature, which is used to calculate the average matrix tempera-
ture ~see Eq.~36!! has been taken from the calculation with no
conduction. Therefore, the next element matrix temperature which
will be calculated from Eq.~12! should be compared with the first
value. If the difference is nearly zero, then the calculation can be
continued. Otherwise, it should be replaced by the new value and
the calculation repeated. After several iterations, an energy bal-
ance will be made. Same calculation procedures mentioned above
can be used forLc .

The condensed water vapor begins to evaporate on the hot-fluid
side as soon as the matrix surface temperature exceeds thedpt,h .

The evaporation on the hot side is limited by@8#

wh~ i 11,j !5wh,i (38)

On the other hand, if the matrix temperature still includes some
points lower thandpt,h ~dew point temp.!, these points will follow
the matrix to the cold side and moisture from them will begin to
evaporate. We assume that all the moisture deposited during the
matrix heating period will completely evaporate on the cooling
period. Or in other words, the amount of moisture deposited dur-
ing a particular time interval in the hot period will evaporate dur-
ing the corresponding time interval in the cold period. Thus@8#,

ṁc

Nc
(
g51

Nc

@wc~ f 11,g!2wc~ f ,g!#5
ṁh

Nh
(
j 51

Nh

@wh~ i , j !2wh~ i 11,j !#

(39)

where

f 51,2 . . . Nr

i 5Nr112 f

Exergy Analysis
A rotary regenerator used in an air-conditioning system is opti-

mized using the unit cost of the energy of the warm air delivered
as the objective function.

Objective Function. It is common practice in thermoeco-
nomics to select the unit cost of the productcPROD

« , as the objec-
tive function. The unit cost of the product is obtained by dividing
the cost rate of operating of the regenerator by the output. The
cost rate of operation consists principally of the cost of investment
and the running cost. Because of lack of cost data, the cost of
investment is excluded. Consequently, the unit cost of the product
will be expressed as

cPROD
« 5

ĊR

Ėout

(40)

whereĊR is the running cost rate, andĖout is the exergy flow rate
of the heated air.

Consider now the exergy balance for the control region, shown
in Fig. 2, which comprises the matrix and the part of immediate
environment where the waste gas rejected from the regenerator
mixes with ambient air temperature.

Ėh,i
DT1Ėh,i

DP1Ėc,i
DT1Ėc,i

DP2@Ėc,e
DT1Ėc,e

DP1Ėh,e
DT1Ėh,e

DP#5 İ (41)

In this expression each exergy flux is split into the pressure
componentĖDP and the thermal componentĖDT. These are, re-
spectively, zero when the stream pressureP5Po or temperature
T5To . In this paper,Po is considered as the exhaust pressure of
both streams, andTo as the exit temperature of the hot stream.

One of the LHS of Eq.~41! can now be identified as desired
output and those remaining as the input. These are:

Ėout5Ėc,e
DT (42)

and

Ėin5Ėh,i
DT1Ėc,i

DT1Ėh,i
DP1Ėc,i

DP (43)

The idealization of the input and output terms carried out above
is based on the same principles used in the formulation of the
exergetic efficiency of a heat exchanger.

Since the input consists of both forms of exergy,ĖDT andĖDP,
they will be allocated the appropriate unit costscDT

e and cDP
e ,

respectively. Hence, we get the cost rate of the input in the fol-
lowing form:

Ċin5cDT
e ~Ėh,i

DT1Ėc,i
DT!1cDP

e ~Ėh,i
DP1Ėc,i

DP! (44)

If the running costĊR is considered equal toĊin , the objective
function may be written in a dimensionless form as a cost ratio.

Rc5
cPROD

e

cDT
e

5
Ėh,i

DT1Ėc,i
DT1Fw~Ėh,i

DP1Ėc,i
DP!

Ėc,e
DT

(45)

where

Fig. 2 Control surface used in the analysis of the regenerator
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Fw5
cDP

e

cDT
e

(46)

Introducing the physical exergy relations of a perfect gas into
Eq. ~45!, we get

Rc5

th,i2To2To lnS th,i

To
D1tc,i2To2To lnS tc,i

To
D

t̄ c,e2To2To lnS t̄ c,e

To
D

1

FwS g21

g DToF lnS 11
DPh

Po
D1 lnS 11

DPc

Po
D G

t̄ c,e2To2To lnS t̄ c,e

To
D (47)

whereDPh5Ph,i2Po andDPc5Pc,i2Po .
Note that the exit temperaturet̄ c,e is an average temperature,

owing to the fact that the matrix temperature varies with angular
coordinate.

To evaluateRc , it is necessary to obtain the values oft̄ c,e and
the pressure dropsDPh andDPc . The value oft̄ c,e is evaluated
using the presented finite difference technique, while the values of
DPh and DPc are evaluated as the inlet pressure minus the ex-
haust pressure (Po) for hot and cold sides.

Weighting Factor
As defined by Eq.~46!, the weighting factor is a ratio of the

unit cost of the pressure component of exergy,cDP
« , to that the

thermal component of exergycDT
« .

The weighting factor is calculated for an air-conditioning appli-
cation in which the rotary regenerator is used. Expressions will be
obtained in the following sub-sections for the two unit costs in
terms of unit cost of electricity,cel .

Determination of the Unit Cost of Exergy of Waste Air
From an Air Conditioning System

A—The Unit Cost of the Pressure Component of Exergy, cDP
«

The pressure component of exergy, which is delivered to the re-
generator with the gas streams is generated, in the case of appli-
cation considered here, in a motor-driven fan, as shown in Fig. 3.
Consequently it can be obtained without a reference to the plant in
which the regenerator is used. The exergetic efficiency of the fan
is

C5
ĖDP

Ėsh

(48)

This process takes place at near-environment temperature and
therefore, as shown by Kotas@12#, its exergetic efficiency is equal
here to the fan isentropic efficiency. Hence,

hs5
ĖDP

Ėsh

(49)

The mechanical-electrical efficiency of the motor is defined as
follows:

hm,el5
Ėsh

Ėel

(50)

From Eqs.~49! and ~50!

ĖDP5hshm,elĖel (51)

The exergy cost equation for motor-fan sub-assembly is

ĖDPcDP
e 5Ėelcel1ŻM ,F (52)

where ŻM ,F is the investment cost rate for the motor-fan sub-
assembly.

As shown by Tsatsaronis and Winhold@11# the magnitude of
the capital investment rate of such fans is typically about 15% of
the cost of electric inputĖelcel , i.e.,

ŻM ,F50.15Ėelcel (53)

Combining Eqs.~52! and ~53!

cDP
e 51.15

Ėel

ĖDP cel (54)

Using Eq.~51!, we get

cDP
e 5

1.15

hshm,el
cel (55)

Taking hm,el50.85 andhs50.82, we get

cDP
« 51.65 cel (56)

B—The Unit Cost of the Temperature Component of Exergy,
cDT

« . For the purpose of this analysis, the total system consisting
of a central heating boiler and the heat space~a building!, as
shown in Fig. 4 is divided into two subregions,

• Subregion Aconsisting of the boiler and part of the heated
space adjoining the CH radiator.

• Subregion Bconsisting of the interior of the heated building.

It is assumed that

1. Q̇R crosses the central surface between subregions A and B
at the temperature of the roomTR .

Fig. 3 The motor-fan assembly for generating the pressure
component of exergy ĖDP

Fig. 4 Control surface of the air conditioning for determining
the unit cost of waste air
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2. The temperature of the room varies negligibly and viscous
dissipation due to air movement in the room also negligible.
Hence, there are no irreversibilities taking place in subregion
B.

Subregion A. Applying the exergetic cost balance to subregion
A, we have

ĖR
QcR

e 5Ėfcf
e1ŻA (57)

At this stage it is necessary to consider the investment cost rate
ŻA . Then the capital investment rate is given by Kotas@12#.

ŻA5
acCA

top
(58)

where
ac5capital-recovery factor

5
i r~11 i r!

NY

@~11 i r!
NY21#

(59)

CA5capital cost of boiler
top5time of operation
and
i r5interest rate on the capital
NY5period of operation~years!
Assume

CA5GBP1500

top54000 h

i r515%

NY5 20 years

Then, the investment rateŻA can be obtained

ŻA5GBP 239.6 per year

Assume also
Ėfcf

e5GBP800 per year

ŻA

Ėfcf
e

5
239.6

800
50.3 (60)

Hence,

ĖR
QcR

e 51.3Ėfcf
e (61)

ĖR
QcR

e 51.3Ėfcf
e (62)

From the thermodynamic considerations,

cR
e 51.3

ṁf~NCV!w

ĖR
Q

cf
e (63)

The exergy flow associated with heat transfer is

ĖR
Q5

Q̇R~TR2To!

TR
(64)

hcomb5
Q̇R

ṁf~NCV!
(65)

Substituting Eqs.~65! and ~64! into ~63!, we get

cR
e 51.3

TRw

hcomb~TR2To!
cf

« (66)

If we let TR5294.15 K, To5273.15 K, hcomb50.75 and
w51.04, then,

cR
e 525.25cf

e (67)

The unit price of fuel used in a power stationcf
e8 , is lower than

cf
e used in a boiler. Therefore, if it is 50% lower, then,

cf
e51.5cf

e8 (68)

The unit costcf
e8 can be related tocel by the fact that the cost of

fuel is regarded as a proportion of total cost of electric generation.

Kotas and Jassim@7# have shown the relation betweencf
e8 andcel

as

cf
e850.1467cel (69)

Substituting Eqs.~68! and ~69! into ~67!, then

cR
« 525.2531.530.1467cel55.556cel (70)

Subregion B. If an exergetic cost balance is applied to subre-
gion B, it can be shown that

ĖAcA
e 1ĖL

QcL
e 5ĖR

QcR
e

Since

ĖA1ĖL
Q5ĖR

Q ~ İ R!50

and

cA
e 1cL

e 5cR
e 5cDT

e

Then

cDT
e 55.556cel (71)

Substituting Eqs.~56! and ~71! into Eq. ~46!, we get

Fw5
1.65cel

5.556cel
50.3 (72)

Numerical Example
In order to study how mass transfer and thermal conductivity in

the fluid flow direction influence heat transfer, the temperature
distribution has been calculated with and without mass transfer
and thermal conductivity for the following parameter values and
inlet air conditions which are typical to an air conditioning appli-
cation.

Mass flow rate5m˙ h5ṁc540 kg/s
Wheel diameter5Dw54 m
Regenerator length5L50.666 m

Fig. 5 Longitudinal heat conduction and mass transfer effect
„P tÄ5, t h ,iÄ293.15 K, t c ,iÄ263.15 K, C*Ä„hA …*Ä„A s…*Ä1, Fh
Ä0.4, and FcÄ0.8…
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Matrix porosity5s50.8
Weighting factor5Fw50.3
Inlet waste gas temperature5th,i5293.15 K
Inlet fresh air temperature5tc,i5263.15 K
Atmospheric temperature5To5273.15 K
Hot side relative humidity5Fh50.4
Cold side relative humidity5Fc50.8
Material5mild steel
From the numerical example the inlet fresh air temperature is

lower than the atmospheric temperature, then the thermal compo-
nent of energyĖc,i

DT has been considered.

Results and Discussion
The results were obtained using the finite difference technique

that presented in this paper. From the results which were obtained,
several general observations can be made.

Figure 5 shows the effect of mass transfer and thermal conduc-
tivity at the same time for fixed values of all parameters. Clearly
this figure shows that an increase in the conduction parameterZt
will produce a reduction in the effectiveness. It also shows the
effect of mass transfer on the regenerator performance. The effect
of mass transfer is diminishing while the overall reduced length
L t is approaching zero.

Figure 6 shows that, for particular values ofL t and Zt (L t
510 andZt50) with increasing the overall reduced periodP t the

Fig. 6 Mass transfer effect „L tÄ10, t h ,iÄ293.15 K, t c ,i
Ä263.15 K, C*Ä„hA …*Ä„A s…*Ä1, FhÄ0.4, FcÄ0.8 and ZtÄ0…

Fig. 7 Dependence of Rc on L Õd

Fig. 8 Relationship between HEE and Rc

Fig. 9 The effect of moisture transfer on hot-fluid temperature
distribution for „L tÄ10, P tÄ5, ZtÄ0…

Table 1 The values of „L Õd …op „HEE…op and „Rc…min

Zt50

without mass transfer with mass transfer

(L/d)op (HEE)op (Rc)min (L/d)op (HEE)op (Rc)min

450.0 0.8843 2.891 450.0 0.8556 3.2129
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regenerator effectiveness HEE decreases rapidly. The effect of
mass transfer is diminishing while the overall reduced period is
approaching zero.

Figures 7 and 8 show the effect of the ratioL/d and effective-
ness on the regenerator performance criteria. From these figures
the following conclusions can be drawn.

1. The effect of mass transfer on the performance criteria for
the numerical example given in previous section is about
10%.

2. When L/d is less than 320 the effect of mass transfer is
diminishing for reasons which have been explained above.

In terms of the objective function,Rc , the optimum hydraulic
diameter for the two cases~without mass transfer and with mass
transfer!are shown in Table 1. Figures 9 and 10 show the tem-
perature distribution of the fluid streams in the flow direction is
shown against the dimensionless flow lengthy/L. The curves
have been plotted both for the case without condensation and with
condensation. As will be noted the effect of mass transfer is play-
ing sufficient effect on the fluids temperature distribution. The
curves have been plotted for three positions of the duct under
consideration during each half revolution for the hot and cold
periods.

Also Figs. 9 and 10 show the regenerator matrix transfer the
sensible heat and latent heat from one side to the other, this un-
derstood by the fact that the latent heat, which is released on
condensation on hot side, is picked up by the matrix and is trans-

ferred to the cold side, where it is expended in evaporating the
condensate. Thus, the matrix must not only transfer the sensible
heat but also the latent heat.

Figure 11 shows the points along the matrix path where con-
densation starts. The condensation occurs when the matrix tem-
perature falls below the dew point temperature. These points oc-
cur at the following values ofy/L for the periods stated@8#

y/L p

0.2 0
0.5 ph/2
0.8 ph

Table 2 gives a comparison between the experimental results
obtained from reference@4# and the results of the analysis pre-
sented in this paper and shows good agreement. It also shows the
regenerator humidity effectiveness~see Eq.~3!!

Conclusions
As will be seen from the above example, the cost ratio is made

up of the costs of compensation for the destruction of the two
components of exergyĖDT and ĖDP. Since the compensation for
exergy destroyed in the heat transfer process has to come from the
earth’s natural resources, the objective function used in this paper
may be directly relevant to the problem of conservation of natural
resources.

One of the features of the optimization technique that presented
in this work is the use of the weighting factor,Fw , which reflects

Fig. 11 Absolute humidity distribution in fluid flow direction
for „L tÄ10, P tÄ5, ZtÄ0…

Fig. 10 The effect of moisture transfer on cold-fluid tempera-
ture distribution for „L tÄ10, P tÄ5, ZtÄ0…

Table 2 A comparison between presented analysis results and van Leersum and Ambrose
results †4‡

L t P t

th,i
K

tc,i
K

Wh,i
(kgvap/kgd.a.)

Wc,i
(kgvap/kgd.a.)

Ref. @4#
results
HEE

Presented analysis results

HEE HEEhu

10.00 2.00 293.15 273.15 0.0058 0.0029 0.8200 0.82251 0.318
10.00 5.00 293.15 273.15 0.0058 0.0029 0.7800 0.78630 0.250
10.00 2.00 297.15 273.15 0.0075 0.0029 0.8100 0.81652 0.492
13.66 3.2065 308.10 287.58 0.0306 0.0054 0.7610 0.76674 0.585
13.46 3.1820 318.44 289.33 0.0259 0.0069 0.7962 0.80591 0.415
13.28 3.1544 324.84 290.86 0.0189 0.0060 0.8476 0.84789 0.116
13.24 3.1600 324.60 291.61 0.0209 0.0074 0.8383 0.84001 0.167
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the different values of the unit costs of the two components of
exergy. Although in the present work the value ofFw was deter-
mined from thermoeconomic considerations of the exergy conser-
vation processes in the plant in which the regenerator is used.
Clearly, the use of the weighting factor can be extended to other
types of heat exchangers.

A numerical method used to calculate the temperatures and ab-
solute humidity distributions in a periodic regenerator with non
hygroscopic material, using finite temperature difference, is gen-
eral and can be used for other application of rotary regenerator.
Furthermore, the technique developed for optimizing finite differ-
ence mesh size leads to a high degree of precision in the results
and shorter computing processing times. The finite difference
mesh size is obtained from equations that are given in reference
@6#.

Nomenclature

A 5 heat transfer area~according to subscript!, ~m2!
As 5 solid area available for longitudinal heat conduction

~according to subscript!, ~m2!
(As) t 5 total available conduction, (As)c1(As)h , ~m2!

(As)* 5 conduction area ratio, (As)c /(As)h , ~m2!
cp 5 fluid specific heat capacity,~J/kg K!
cw 5 regenerator matrix specific heat capacity,~J/kg K!
ce 5 unit cost of exergy~according to subscript!

C* 5 heat capacity rate ratio, (ṁcp)c /(ṁcp)h
d 5 matrix element diameter, m

dpt,h 5 dew-point temperature of the exhaust air.
Fw 5 weighting factor

h 5 heat transfer coefficient,~W/m2 K!
hm 5 mass transfer coefficient,~m/s!
hv 5 enthalpy of evaporation of air-vapor mixture,~J/kg!

(hA)t 5 total heat transfer coefficient times heat transfer area,
(hA)c1(hA)h

(hA)* 5 convection conductance ratio, (hA)c /(hA)h
HEE 5 heat exchanger effectiveness~according to subscript!

i 5 irreversibility rate,~W!
k 5 regenerator matrix thermal conductivity,~W/m K!

kt 5 total thermal conductivity, (kc1kh)
k* 5 matrix thermal conductivity ratio, (kc /kh)
L 5 matrix length,~m!

Le 5 lewis relation,h/hmrcp
ṁ 5 mass flow rate~kg/s!

Mw 5 regenerator matrix mass~kg!
Nc 5 finite difference cold side period intervals

NCV 5 net calorific value,~J/kg!
Nh 5 finite difference hot side period intervals
Nr 5 finite difference regenerator length intervals

p 5 period of operation~according to subscript!, ~s!
Rc 5 cost ratio, defined by Eq.~47!

R1-
R12 5 dimensionless, see Appendix A

S1-
S12 5 dimensionless, see Appendix A

t 5 gas temperature~according to subscript!, ~K!
Tw 5 regenerator matrix temperature~according to sub-

script!, ~K!
y 5 flow length coordinate measured from fluid inlet,~m!

Ż 5 investment cost rate (GBP/y)
Zt 5 thermal conductivity parameter,kt(As) t /L(hA)t
w 5 absolute humidity

Greek Symbols

r 5 fluid density,~kg/m3!
g 5 ratio of principal specific heat capacities

E, « 5 exergy, specific exergy~W, J/kg!

Ėout 5 The exergy flow rate of the heated air
Ėc,i

DP 5 cold side inlet pressure component of exergy

Ėc,e
DP 5 cold side outlet pressure component of exergy

Ėh,i
DP 5 hot side inlet pressure component of exergy

Ėh,e
DP 5 hot side outlet pressure component of exergy

Ėc,i
DT 5 cold side inlet thermal component of exergy

Ėc,e
DT 5 cold side outlet thermal component of exergy

Ėh,i
DT 5 hot side inlet thermal component of exergy

Ėh,e
DT 5 hot side outlet thermal component of exergy
s 5 porosity
h 5 efficiency ~according to subscript!
L 5 reduced length,hA/ṁcp ~according to subscript!
P 5 reduced length,hA p/Mwcw ~according to subscript!

Ṗ 5 product cost rate
w 5 fuel exergy factor,« f /NCV
F 5 relative humidity~according to subscript!
c 5 exergetic efficiency

Subscripts

a 5 dry air
av,2 5 average

c 5 cold side
el 5 electrical

f 5 cold side row number in finite difference grid, fuel
g 5 cold side column number in finite difference grid
h 5 hot side, humidity~according to subscript!

hu,c 5 humidity for cold side
hu,h 5 humidity for hot side

i 5 hot side row number in finite difference grid, inlet
j 5 hot side column number in finite difference grid.

m 5 mechanical
min 5 minimum
op 5 optimum
ov 5 overall

p 5 product of combustion
r 5 finite difference mesh size for regenerator length.
R 5 room ~space to be air conditioned!
s 5 isentropic

sa 5 saturation
t 5 total

v 5 water vapor
DP 5 pressure component
DT 5 thermal component

Superscripts

DP 5 pressure component
DT 5 thermal component

Appendix A

Hot Side „Lh….

R15
2Nr2Lh

2Nr1Lh
, R25

Lh

2Nr1Lh
, R35

2NrLe2Lh

2NrLe1Lh

R45
Lh

2NrLe1Lh
, R55

12R1

R212H11H3
,

R65
H2

R212H11H3

R75
R212H12H3

R212H11H3
, R85

H1

R212H11H3
,

R95
12R1

R21H11H3

R105
R21H12H3

R21H11H3
, R115

H2

R21H11H3
,
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R125
H1

R21H11H3

where

H15
kh~As!hNr

2L~hA!h
, H25

hv,hṁhLh

~hA!h
, H35

NhLh

PhNr

Cold Side „Lc….

S15
2Nr2Lc

2Nr1Lc
, S25

Lc

2Nr1Lc
, S35

2NrLe2Lc

2NrLe1Lc

S45
Lc

2NrLe1Lc
, S55

12S1

S212E11E3
,

S65
E2

S212E11E3

S75
S212E12E3

S212E11E3
, S85

E1

S212E11E3
,

S95
12S1

S21E11E3

S105
S21E12E3

S21E11E3
, S115

E2

S21E11E3
,

S125
E1

S21E11E3

where

E15
kc~As!cNr

2L~hA!c
, E25

hv,cṁcLc

~hA!c
, E35

NcLc

PcNr
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This paper presents the numerical predictions of heat transfer and
fluid flow characteristics for natural convection in a vertical
channel with two-dimensional protruding heat-flux module as ap-
plied to the cooling of electronic components. The investigation is
for a configuration consisting of a single module mounted on a
vertical adiabatic wall. An attempt was made to combine the tem-
perature of the module for all the dimensions of the module into a
single composite correlation, along with the numerical data.

Keywords: Channel Flow, Electronics, Heat Transfer, Natural
Convection

Introduction
The problem of heat transfer convective cooling in electronic

equipment packages and particularly in the packaging of computer
systems has gained considerable attention during the past two de-
cades, because of the reduction in the component size, which in-
creases the heat flux per unit volume and consequently the tem-
perature level @1#. Packaging constraints and electronic
considerations as well as system cooling modes lead to a wide
variety of cooling systems. These methods include natural and
forced convection in duct flows, impingement cooling, and phase
change heat transfer. Natural convective cooling of electronic de-
vices has recently received a renewal of interest owing to the
proliferation of office and home computing, i.e., the use of low
cost personal computers. This results in a preference for air-cooled
systems whenever the application requirements allow it.

Attention is here focused on the printed circuit boards~PCBs!
usually found inside computers. As pointed out by Young and
Vafai @2# the problem of cooling electronic devices has often been
idealized to the thermal analysis of heat generating rectangular

obstacles within parallel plate channels, which allows general be-
havior to be obtained. This led to composite correlations for heat
transfer being proposed for forced convection on an isolated
heated module@2,3# or arrays of modules@4,5# in ducts, taking
into account the module geometry and possibly its thermal con-
ductivity. The aspect ratio of the channel and location of the mod-
ule are obviously not relevant parameters as they would be in
natural convection. On the other hand, for natural convection in a
vertical channel only global correlations are given for a single
heated module@6# or arrays of modules@7,8#.

Numerical experiments are reported here for laminar natural
convective airflow in a channel containing a single two-
dimensional rectangular transverse element located along one
channel wall. A planar source of uniform heat flux input is posi-
tioned at the base of the protruding element. The geometry is
intended to represent an individual electronic flat-pack module. As
pockets of recirculating flow appear within the channel, the terms
in the equations that give an elliptic character to the model are
retained. A composite correlation of the module temperature is
presented as a function of all the parametric variables.

Numerical Solution

Governing Equations. In this paper, a laminar flow inside a
vertical adiabatic channel originating from the uniform surface
heat flux inputqs9 at the base of a surface-mounted rectangular
element is considered. The flow under consideration is shown in
Fig. 1, along with the coordinate systems employed. The protrud-
ing heat source is of widthw and of heighth. Its axial position on
the vertical plate,xc , is at the mid-height of the module. The
transverse dimension is taken large enough for a two-dimensional
flow to be assumed. The PCBs are treated as adiabatic, and the
essential features of the natural convection were studied.

The full elliptic equations governing the flow are solved nu-
merically, using the control volume method under the Boussinesq-
fluid assumption. The dimensionless equations are written in
strong conservative form,

]U

]X
1

]V

]Y
50 (1)

]~UU !

]X
1

]~VU!

]Y
1KU52

]Pm

]X
1PrS ]2U

]X2 1
]2U

]Y2 D1RaPru

(2a)

]~UV!

]X
1

]~VV!

]Y
1KV52

]Pm

]Y
1PrS ]2V

]X2 1
]2V

]Y2D (2b)

]~Uu!

]X
1

]~Vu!

]y
5LS ]2u

]X2 1
]2u

]Y2D (3)
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 4,
2001; revision received October 8, 2002. Associate Editor: T. Y. Chu.

734 Õ Vol. 125, AUGUST 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The geometric dimensions, velocity and temperature difference
were adimensionalized byd, a/d and DT5qs9d/ka . In the fol-
lowing, we considered that the conductivity ratioL is that of the
solid-fluid conductivity (L5km /ka) in the solid part andL51 in
the fluid region. The solid and fluid parts are taken into account
through the use of the purely numericalK-parameter,K→` for
the solid part andK→0 for the fluid part.

The governing parameters are the Rayleigh number and the
Prandtl number,K being a control parameter used to distinguish
solid and fluid regions.

Ra5gbqs9d
4/kana Pr5n/a50.71

The computational domain can be restricted to the space be-
tween plates, excluding the entrance and exit regions outside the
channel for large enough values of the Rayleigh number. It is
assumed that there is no transport of heat by conduction through
the boundary atX50, and that the fluid enters the channel at the
ambient temperature with parabolic velocity profiles. The entrance
pressure is calculated using Bernoulli’s equation. No-slip bound-
ary conditions are imposed at the channel walls. They are insu-
lated except at the base of the solid obstacle which receives a
prescribed heat flux,qs9 .

0<Y<1 at X50:5 V50,
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Pm520.5Ṁ2
6 Inlet (4)
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The dimensionless mass flow rate was calculated at any horizontal
locationX by Ṁ5*0

1UdY.

Numerical Method. The control volume procedure is utilized
to discretize on a staggered, non-uniform Cartesian grid the non-
linear system of governing equations and boundary conditions
with the second order centered scheme for the convective terms.
The SIMPLER algorithm proposed by Patankar@9# is employed to
solve the coupling between continuity and momentum equations
through pressure. The conservation equations were cast in tran-
sient form and have been solved by implementing the alternating
direction implicit ~ADI! method, which transforms the discretized
partial differential equations into tridiagonal systems of algebraic
equations that are solved by a vectorized version of the Thomas
algorithm.

Validation of the Numerical Method. The grid structure for
computations was optimized by performing a systematic grid in-
dependence study. The grids were non-uniform in nature and dis-
tributed over the fluid and solid~module! regions to adequately
capture steep velocity, pressure and temperature gradients arising
from to the presence of the isolated heat flux module. The com-
putations were done on increasingly finer grid size distributions
for a Rayleigh number Ra5106 and a module size,w* 50.125
andh* 50.5. The parameters used to check the grid independence
of the computational results were the mass flow rate (Ṁ ), maxi-
mum of the stream-function (Cmax) and mean temperature of the
module (ūm), and are given in Table 1 for various grid arrange-
ments. It is noted that the differences in the mean temperature,
mass flow rate and maximum of the stream function between the
~42,200!grid and the~32,150!grid or the~32,100!grid are less
than 3 percent. Accordingly, the~32,100! seems to be a good

Table 2 Range of independent parameters

Parameters Range

Ra 5 103, 5 104, 105, 2.5 105, 5 105, 106

Pr 0.71
L 5627

w* 0.125, 0.25, 0.5
h* 0.25, 0.5, 1
A 5, 8, 10, 12
Xc Inlet (0.51h* /2), Center (A/2),

Outlet (A20.52h* /2)

Fig. 1 Computational domain and coordinate system

Table 1 Effect of grid refinement on various local and global
variables, Ra Ä106, w *Ä0.125, h *Ä0.5, AÄ5

Meshes (Ny ,Nx) Ṁ Cmax ūm

~32, 100! 40.22 45.75 0.0822
~32, 150! 39.84 45.53 0.0812
~22, 200! 38.16 44.67 0.0886
~32, 200! 39.17 45.20 0.0809
~42, 200! 41.14 46.30 0.0804
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compromise between accuracy and reasonable CPU computing
time and is considered to be suitable for the present study.

To check the adequacy of the modelisation of the solid and fluid
parts~K-parameter in Eq.~2!!, our results are compared with those
of Said and Krane@10# who performed a numerical and experi-
mental investigation of natural convection in an isothermal chan-
nel with a single rounded obstacle. These results are in qualitative
agreement.

Results and Discussion
Examination of the governing equations~1–3! reveals that the

independent parameters are the Rayleigh number~Ra!, the Prandtl
number~Pr!, the conductivity ratio of the module to the fluid~L!,
and geometrical parameters. From Fig. 1, the latter are the re-
duced height and width of the module, its position on the base
plate, and the aspect ratio of the channel.

In order to calculate dimensionless parameters for numerical
computation, air at ambient conditions (ka50.0263 W/mK) was
taken as the cooling fluid and silicon (km5148 W/mK) as the
material of the protruding module. Thus, the fixed input param-
eters utilized in the simulations were Pr50.71 andL55627 in the
solid part so that we can consider that the module acts as a perfect
fin (L→`). A very high ratio of the module conductivity to air is
used to focus on heat transfer and fluid flow characteristics inside
the channel. Numerical simulations were first conducted to deter-
mine the heat transfer and flow rates for various sizes~height and
width! of a module located in the center part~at Xc5A/2) of the
left wall of a channel of aspect ratioA55. Table 2 shows the
parametric range adopted for this study. Air was selected for its
generality as the cooling fluid.

Effect of the Rayleigh Number. Figure 2 displays the con-
tours of the stream function and isotherms for three different val-
ues of the Rayleigh number 104, 105, and 106, and a fixed dimen-
sion of the heat module (w* 50.25,h* 51). Isovalues of the solid

lines are given in square brackets in the legend with characteristic
values. Three different regions can be distinguished inside the
channel.

In the region just below the module, the fluid is heated by
conduction only and the heating extends slightly further upstream
~see Figs. 2~d–f !!. A stagnant zone exists in the lower base corner
of the module but no eddy was detected. The shear force of the
main stream is unable to promote an anti-clockwise eddy and the
main flow streamlines are closer and closer to the inside corner for
increasing Ra number~Figs. 2~a–c!!. It appears that this is attrib-
utable not to mesh coarseness but to the boundary layer which
develops on the bottom face of the module and becomes thinner
when the input heat flux increases. The buoyancy flow along the
horizontal surface, upwardly oriented, inhibits the formation of a
separated eddy at the inside lower corner. It should be recalled
that the base plate is adiabatic and consequently, no thermal
boundary layer can develop along its surface, upstream of the
module.

In the second region, the flow is redirected into the by-pass
zone and accelerates. The crowding of the streamlines near the
vertical surface of the heated module clearly indicates that the
buoyancy boundary layer is more and more vigorous. Although
the formation ofvena contractaat the module is evident, the flow
never separates at the leading edge of the module~lower front
corner!along its vertical surface, owing to the weak velocity of
natural convective flows.

At the upper front corner of the module, a flow separation takes
place, even at moderate values of Ra, and an anti-clockwise eddy
develops along the horizontal downstream face of the module.
This eddy has a triangular shape due to reattachment of the main
flow on the vertical adiabatic base plate.

In the third zone, downstream of the module, a wall plume-like
behavior near the channel base plate develops as can be seen in
Fig. 2~d-f!, which presents the isotherms. This figure shows that
the plume occupies less and less space as the Ra number in-
creases. A large recirculating zone downstream of the module,

Fig. 2 Streamlines „a, b, c… and isotherms „d, e, f … for three different Rayleigh numbers, h *
Ä1, w *Ä0.25, AÄ5, PrÄ0.71
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located along the smooth adiabatic plate, then supplies additional
ambient airflow coming from the outlet~Figs. 2~b–c!!. The deep
penetration of this recirculation zone is substantial, constraining
the area of the anti-clockwise eddy to be small, although increas-
ing in strength with the Ra number. The width of the outlet-
recirculating zone also increases with the Ra number while the
wall plume becomes thinner. The outlet recirculation originates
from the stagnant zone situated near the adiabatic smooth plate.
Looking at Fig. 2~a!, Ra5104, it can be noticed that the stream-

lines close to the plate are distorted. This leads to the onset of a
pocket of recirculating flow within the channel for such a moder-
ate value of the Rayleigh number. Nevertheless, such recirculation
does not substantially modify the heat transfer inside the channel
because it is located along an adiabatic plate.

Effect of the Module Geometry. The effects of varying the
module width are demonstrated in Figs. 3~a–c! for three different
widths, the height being fixed. The input heat flux is then kept
constant and for the same geometrical dimension of the channel,
the Rayleigh number is also unchanged. The values of the main
flow characteristics are given in the legend of the figure. At such
a high Rayleigh number, Ra55 105, an anti-clockwise eddy al-
ways occurs at the downstream horizontal face of the module,
even for small widths. Increasing the width increases the size of
this eddy but the presence of an outside recirculation inhibits its
expansion largely downstream of the module. The outside recir-
culation zone increases in size but only slightly in strength with
increasingw* owing to the mass flow rateṀ which decreases.
This reduction is of 6 percent order for an increase inw* from
0.125 to 0.25 while a 20 percent diminution is observed whenw*
increases from 0.125 to 0.50. It should be noticed that at the
upstream bottom face, no eddy was ever detected at the lower
base corner whatever the computational grid used.

Streamlines of Figs. 3~e–c! show that as the height of the mod-
ule increases the downstream eddy extends its size downstream
and increases in strength. It can be noticed that the total heat
injected inside the channel is proportional to the height of the
module although the Rayleigh number is the same owing to the
way in which it is constructed~using the width of the channel as
the dimension reference andqs9 d/ka as the temperature refer-

Fig. 4 Temperature variation of the heat flux module versus its
width for two Rayleigh numbers, AÄ5, PrÄ0.71

Fig. 3 Streamlines for various sizes of the heated module, Ra Ä5 105, Pr
Ä0.71, AÄ5
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ence!. The wall-plume like flow being more vigorous, more fluid
has to be supplied to the plume and the outside recirculation
through the outlet is greater and greater. This constrains the eddy
in the downstream direction and inhibits its growth in size but not
in strength. This is readily seen on Figs. 3~e–c! on which the
streamlines are equally spaced~by step 3!. Due to lack of space,
isotherms are not presented here because there are very similar to
those shown in Fig. 2~f !.

A knowledge of the module temperature is of crucial impor-
tance in the design of the PCB for the reliability and useful life to
electronic components. Figure 4 gives the variation of the module
temperature versus the width of the module for three different
heights and two Rayleigh numbers. It must be recalled that the
module temperature is uniform, its thermal conductivity being
very large. The curves are shifted down when the module height
decreases whatever the Rayleigh number. It can be observed that
for the lowest value of Ra and a given height, corresponding to
the same input heat flux, the temperature of the module decreases
with a greater slope for the lowest width. The highest temperature
is always reached for a flush-mounted source,w* 50. When the
Rayleigh number is high, the decrease in the temperature is almost
monotonic.

Composite Data Correlation. One of the goals of this study
was to develop a composite correlation for all the parameters. The
correlation is presented so as to illustrate more clearly the trends
in the data and can be used to support the qualitative observations
made about the dependence of the module temperature on the
problem parameters. Numerical simulations were performed over
a broad range of the geometric parameters~Table 2!.

The height of the module strongly influences its temperature,
the input heat flux being proportional to the base surface area of
the module. Hence, the parameterh* was taken into account to
construct the correlation. The peripheral surface of the heated
module (2w* 1h* ) was also chosen as a parameter, the horizon-
tal areas of the module being non-negligible compare to its verti-
cal surface. The flow constriction (12w* ) presented by the pro-
truding heater was also included in the correlation. It should be

recalled that the behavior of the module has been studied for a
perfectly conducting encapsulant (L→`). Thus, a single com-
posite correlation of the form was determined.

ūm50.687 Ra20.131h* 0.706~2w* 1h* !20.517~12w* !20.075@1

2~Xc10.5h* !/A#20.064 (7)

The empirical correlation predicts the numerical data with an
average error of 2.5 percent and a maximum individual error of 5
percent. The strong dependence on the height of the heated mod-
ule is evident in Eq.~7! while only slight dependence is noted on
the unheated length above the module and on the flow constric-
tion. These findings agree qualitatively with some previous work
of Hung and Shiau@6#. The correlation is illustrated with the
numerical data and the1/25 percent error-lines in Fig. 5. Al-
though some grouping of the data is evident and was found else-
where, the low error of Eq.~7! in representing over 85 numerical
experiments attests to its accuracy. Note that the correlation is not
valid for flush-mounted heaters.

Extra computations~20 for each of the 2 cases! have also been
carried out for two different locations of the module, designated as
the inlet ~at Xc50.51h* /2) and outlet~at Xc5A20.52h* /2)
location. For this reason, a ‘‘chimney effect’’ has been introduced
into the correlation through the use of the length of the unheated
channel above the heated module,@A2(Xc10.5h* )#. Neverthe-
less, care must be taken using this correlation for locations of the
module near the inlet. Indeed, Naylor et al.@11# showed that for
isothermal smooth channel a separation bubble forms at the chan-
nel entrance for high values of the Rayleigh numbers. This sepa-
ration bubble can reach the module, modifying the overall module
heat transfer and thus the module temperature.

The last group of Eq.~7!, the chimney effect group, is normal-
ized byA so that the correlation could extend over various chan-
nel aspect ratios. It should be noticed that some computations
were carried out withA58,10,12 for a centered module of various
sizes. Only slight variation of the module temperature was noticed
when increasingA, the other geometrical parameters being kept
fixed. These calculations are illustrated in Fig. 5 as open symbols
for the same range of the Rayleigh numbers as before. The lower
value of the new average error, i.e., 2.34 percent, obtained for all
of the 125 numerical experiments indicates that the new data fit
very well with correlation~7!.

Conclusion
This work represents an investigation of the natural convective

cooling of a single, two-dimensional heated element located on
one wall of a vertical insulated channel. Numerical experiments
were performed to investigate the effect of heat source protrusion
on the flow field and heat transfer characteristics. A composite
correlation of the numerical temperature data of the module for all
module sizes and position, Rayleigh numbers, and channel aspect
ratios was formulated, and was found to agree with the numerical
data with an average error of less than 2.5 percent, all individual
errors being lower than 5 percent.
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Nomenclature

A 5 aspect ratio of the channel (L/d)
d 5 width of the channel, m
g 5 gravitational acceleration, m.s22

Fig. 5 Numerical versus predicted module temperature for the
correlation „7…. The straight line is the line of equality between
prediction and numerical experiments, and the broken lines are
¿ÕÀ5 percent
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h 5 height of the module, m
k 5 thermal conductivity, W.m21.K21

K 5 control parameter
L 5 height of the channel, m

Ṁ 5 dimensionless mass flow rate
Ny , Nx 5 number of cells in they andx-direction

P 5 dimensionless motion pressure
Pr 5 Prandtl number
qs9 5 uniform heat flux input at the base of the module,

W.m22

Ra 5 Rayleigh number based ond
T 5 temperature, K

T0 5 ambient temperature, K
X, Y 5 dimensionless cartesian coordinates

Xc 5 position of the mid-height of the module
U, V 5 dimensionless velocity components inx andy direc-

tions
w 5 width of the module, m

Greek Symbols

a 5 thermal diffusivity of the fluid, m2.s21

b 5 thermal expansion coefficient of fluid, K21

n 5 kinematic viscosity of fluid, m2.s21

u 5 dimensionless temperature
ūm 5 dimensionless mean temperature of the module
C 5 dimensionless stream function

DT 5 reference temperature difference (qs9d/ka), K

Subscript

0 5 at reference temperature
a 5 relative to the air
s 5 relative to the module

Superscript

* 5 dimensionless variables
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The SKN method is proposed for solving radiative transfer prob-
lems in solid spherical participating medium. The method relies
on approximating the integral transfer kernels by a sum of syn-
thetic kernels. Then the transfer equation is reducible to a set of
N-coupled second-order differential equations. The method is
benchmarked against the exact and the discrete-ordinates method
solutions for various optical radius and scattering albedos. Spa-
tially varying scattering albedos are used to test the performance
of the method in inhomogeneous media. Three quadrature sets are
proposed for use with this method, and their convergence to the
exact solution is investigated. It is demonstrated that the SKN
method possess the capability of solving radiative transfer prob-
lems yielding excellent solutions in solid spherical media.
@DOI: 10.1115/1.1561454#

Keywords: Absorption, Computational, Emitting, Heat Transfer,
Participating Media, Radiation

1 Introduction
There are numerous engineering applications which involve

heat generating gray gas radiation and the analysis of heat transfer
through fibrous and foam insulating materials, molten glass and
glassy material in spherical geometries. The problem of an arbi-
trary distribution of interior and exterior sources is also of great
interest in astrophysical applications. Similar problems arise in
neutron transport theory.

Solving radiative transfer problems in a participating medium
requires solution of the radiative transfer equation~RTE! or the
radiative integral transfer equation~RITE!. Though, a number of
methods were developed over the years, in the last decade, the
discrete ordinates method~DOM! has become the dominant
means for obtaining numerical solutions of the RTE. It should be
noted that the DOM yields results of sufficient accuracy for most
engineering problems, however, the DOM even in one-
dimensional cylindrical and spherical media exhibits the ‘‘ray ef-
fect,’’ which manifests itself as non-physical oscillations of inten-
sity around the correct value@1#. To mitigate the ray effect, which
is a direct result of angular discretization of the RTE, one has to
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increase the number of discrete directions, but the ray effect is still
persistent@1#. Additionally, in curved geometries a great deal of
difficulties are to be overcome due to RTE streaming term which
involves the directional derivative of the intensity. On the other
hand, RITE completely eliminates the angular dependence of the
incident radiation by integrating the radiative transfer equation
over all solid angles. Since the angular variable is completely
removed, the integral method is dimensionally simpler than the
RTE. However, the solution of RITE, which provides the exact
solution of thermal radiative transfer problems, leads to dense
matrices in multi-dimensional geometries which result in severe
limitations on the number of grid points that can be treated with-
out incurring prohibitive requirements for the computational
memory and execution time.

The Synthetic Kernel (SKN) method deals with the exact inte-
gral equation and involves an exponential approximation to its
transfer kernels. Then, the integral equation for the incident en-
ergy can be reduced to a set of coupled second-order differential
equations for which proper boundary conditions can be found.
The method was first proposed and applied to the integral neutron
transport equation for homogeneous and inhomogeneous prob-
lems @2–5#. The results for homogeneous media were excellent
yielding 3 to 4 significant digit accuracy while for the inhomoge-
neous systems which included problems of stepwise varying me-
dium properties agreed remarkably well with the numerical solu-
tions of the integral equation, DOM, and spherical harmonics. It
was also shown that the method did not exhibit the ray effect
@3–5#. The method was first successfully applied in thermal radia-
tive transfer field by solving the radiation-conduction problem in
plane-parallel medium by Altaç@6# where theSKN equations were
coupled with the energy equation. The method was later applied to
an absorbing, emitting, and isotropically scattering homogeneous
rectangular medium@7#. It was shown that with the proposed
‘‘corrected’’ boundary conditions the accuracy is enhanced yield-
ing errors of a few percent. However, the foregoing studies used
the Gauss quadrature set in the half range, referred to as Set-1 in
this paper. TheSKN method was recently extended to homoge-
neous, inhomogeneous and linearly, anisotropically-scattering,
participating, plane-parallel media, and two new quadrature sets
were proposed to obtain solutions with greater accuracy at low
order SKN approximations@8,9#. The solutions were compared
with high order spherical harmonics (PN), DOM (SN) and inte-
gral equation solutions. It was demonstrated that the performance
of Set-2 was superior at low order approximations such asSK1
andSK2 yielding better or comparable solutions toS128 and P11
approximations.

In this paper, theSKN method is employed to solve radiative
transfer in isotropically scattering participating one-dimensional
solid spherical media and the performance of the quadrature sets,
Set-1, 2, and 3, which were proposed in Ref.@8# are explored by
comparison of the test problems with the exact and DOMS8
solutions.

2 The Radiative Integral Transfer Equation
The radiative integral transfer equations~RITEs! for the inci-

dent energy and the net heat flux for a spherical shell were derived
by Viskanta et al.@10#. To save space, the derivation will be
skipped here and the integral equations in the zero limit of the
inner shell radius will be considered. The medium is absorbing,
emitting and isotropically scattering. Then the dimensionless
monochromatic RITEs for one-dimensional solid sphere can be
written as

G~t!5 f 1~t!1E
t850

t0

S~t8!@E1~ ut2t8u!2E1~t1t8!#
t8dt8

2t
(1)

q~t!5 f 2~t!1E
t850

t0

S~t8!F ~t2t8!

ut2t8u
tE2~ ut2t8u!2tE2~t1t8!

1E3~ ut2t8u!2E3~t1t8!G t8dt8

2t2 (2)

where t0 is the optical radius, andS(t) is the isotropic source
function which is defined as

S~t!54p@12V0~t!#u4~t!1V0~t!G~t! (3)

whereV0(t) is the space-dependent scattering albedo given by
s~t!/b, whereb5s(t)1k(t) is the extinction coefficient while
s~t! and k~t! are the space-dependent scattering and absorption
coefficients, respectively and@12V0(t)#u4(t) is the dimension-
less blackbody radiation intensity. For the isotropic incidence of
radiation intensity,I w , on the surface of the sphere, the boundary
integrals become

f 1~t!5
I w

2t
$t0E2~t02t!2t0E2~t01t!

1E3~t02t!2E3~t01t!% (4)

and

f 2~t!5
I w

2t2 H 2tt0E3~t02t!2tt0E3~t01t!2~t01t!E4~t01t!1~t02t!E4~t02t!

1E5~t02t!2E5~t01t! J (5)

3 The Derivation of the SKN Equations

To introduce theSKN approximation, themth order exponential
integral function,Em(x), is replaced with the following finite sum
obtained by the N-point Gaussian summation over interval~0,1!:

Em~x!5E
0

I

mm22e2x/mdm8(
n51

N

wnmn
m22e2x/mn (6)

wherewn and mn are the appropriate Gauss quadrature weights
and abscissas, respectively. These quadratures which are for vari-
ousN values tabulated in Ref.@11# are referred to as Set-1. Using
the format of the exponential approximation toEm(x), various
quadrature sets can be generated by matching the spatial moments
of the real and approximateE1(x) as discussed in Ref.@8#. How-

ever, this technique provides an approximation for onlyE1(x),
approximations form.1 can be obtained through successive in-
tegrations using thedEm11(x)/dx52Em(x), recursive property
of the exponential integral functions which also yields the same
form of Eq. ~6!. But these approximations do not necessarily sat-
isfy the real spatial moments of the exponential integral functions
for m.1.

To begin the derivation of theSKN equations, the approxima-
tions for themth order exponential integral functions given by Eq.
~6! are substituted into Eqs.~1! and ~2!. Upon defining

Gn~t!5
1

2tmn
E

t850

t0

S~t8!$e2ut2t8u/mn2e2~t1t8!/mn%t8dt8

(7)
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and

qn~t!5
1

2t2 E
t850

t0

S~t8!H t
t2t8

ut2t8u
e2ut2t8u/mn2te2~t1t8!/mn

1mne2ut2t8u/mn2mne2~t1t8!/mnJ t8dt8 (8)

the incident radiation and the radiative heat flux can be recast as

G~t!5 f 1~t!1(
n51

N

wnGn~t! (9)

q~t!5 f 2~t!1(
n51

N

wnqn~t! (10)

Taking the derivative of Eq.~7! with respect tot and with the
inspection of Eq.~8!, one obtains the following relation between
qn(t) anddGn(t)/dt:

qn~t!52mn
2

dGn~t!

dt
(11)

On the other hand, by taking the derivative of Eq.~8! with respect
to t and observing Eq.~7! and rearranging, the following equation
is obtained:

1

t2

d

dt
@t2qn~t!#52Gn~t!1S~t! (12)

Eliminating qn(t) from Eq. ~12!, using Eq.~11! and Eq.~3!, and
rearranging yields theSKN equations for the spherical geometry:

2mn
2

1

t2

d

dt Ft2
dGn~t!

dt G1Gn~t!54p@12V0~t!#u4~t!

1V0~t!G~t!,

n51,2, . . . ,N (13)

Equation~13! with Eq. ~9! constitute coupled second-order differ-
ential equations subject to boundary conditions; at the center

dGn~0!

dt
50 (14)

and at the surface

dGn~t0!

dt
1S 1

t0
1

1

mn
DGn~t0!50 (15)

Equation~14! is the natural symmetry boundary condition while
Eq. ~15! is obtained by inspectingGn(t) and dGn(t)/dt at t
5t0 . These boundary conditions are mathematical boundary con-
ditions in nature, and are used regardless of the physical boundary
conditions since the physical boundary conditions are already em-
bedded in the boundary termsf 1(t) and f 2(t).

Substitution of Eq.~11! into Eq. ~10! gives an expression for
the net radiative heat flux as

q~t!5 f 2~t!2(
n51

N

wnmn
2

dGn~t!

dt
(16)

which requires the knowledge of onlyGn(t).

4 Results and Discussion
The following benchmark problems have been set for the com-

parison of theSKN solutions using quadrature Set-1, 2, and 3@8#
with the exact integral and DOMS8 solutions.

Benchmark Problem 1. The problem of radiative transfer in
a cold solid spherical medium (u(t)50) with a constant scatter-
ing albedo~homogeneous medium! and transparent surface is con-
sidered. Scattering is isotropic. The only source in the medium is

due to the externally isotropic unit incidence of radiation at the
surface of the spheret5t0 ; that is, I w51. The hemispherical
reflectivity for optical radiuses ranging fromt050.1 tot0510 are
determined for scattering albedos fromV050.2 to V050.995.
The reflectivity is defined asR5q1(t0)/p, where q1(t0) is
computed fromq1(t0)5p1q(t0).

Benchmark Problem 2. A cold solid spherical medium
(u(t)50) with linear and quadratic variations of scattering al-
bedo which was solved by Tsai et al.@12# using DOMS8 is con-
sidered. Scattering is isotropic. Additionally, exponential and co-
sine growing/damped oscillations, which were used in plane-
parallel medium problems@8,9# are also considered to severely
test the approximation and its effects with respect to spatially
varying source term not only in the medium but also near the
walls. The medium is also subject to the externally isotropic unit
incidence of radiation on the surface of the sphere,I w51, and has
a constant optical patht051. The average valueV0(t) over the
medium is equal to 0.5 in all cases.

The relative per cent error of the reflectivity is computed as
follows:

R%5S Rexact2Rapprox

Rexact
D3100 (17)

Thus, the term ‘‘error’’ throughout this paper will be used to imply
the relative per cent error computed by Eq.~17!.

The integral andSKN equations are solved using the techniques
described in Ref.@8#. From the solution of the integral equations,
we generated the same solutions in five-decimal places as cited in
Ref. @12# for V050.5, linearly and quadratically varying albedo
cases. Thus, our solutions and those of provided in Ref.@12# were
identical. TheS8 solutions for exponential and cosine-varying
scattering albedo cases are obtained using the quadratures and
numerical procedure provided in Ref.@12#.

The memory requirement for theSKN approximation for one-
dimensional geometries is approximately the same as that of
plane-parallel geometries@8#. However, the computation time is
affected by the nature of the physical problem under consider-
ation. For instance, if the boundary is diffuse and/or specularly
reflecting, then the solution algorithm has to be an iterative one,
since the boundary termsf 1(t) and f 2(t) will now contain the
intensity and/or partial heat fluxes which converges as the solution
for the incident radiation and heat flux converges. Also, the con-
vergence theSKN equations using an iterative algorithm, even for
isotropic diffuse boundary condition, depends on the magnitude of
the scattering albedo. It is our experience that the solutions are
obtained for absorbing-dominant medium within 5–10 iterations
while for scattering-dominant medium solutions iterations are
about 15–25.

This study was carried out on a Pentium III 667 MHz processor
with 128 Mb RAM. Several cases of grids ranging from 50 to 800
intervals are considered to ensure grid independence of the pre-
sented solutions. In Table 1, a comparison of the computed reflec-
tivity and computational times~cpu time!obtained with the exact
andSKN approximations using Set-2 are given for thet051 and
V050.5 case of benchmark problem 1. The optimum number of
grids is 200 for the present case; however, for optically thicker
(t0>5) geometries 400 grids are used. The computational time
with 800 grid elements is 18.48, 0.017, 0.131, 0.281, 0.502 and
0.505 seconds for the exact, andSK1 through SK5 approxima-
tions, respectively. The computational advantage of the method
even for high order approximations is clear.

4.1 The SKN Approximation Solutions in Homogeneous
Medium. The exact solutions and the errors using theSKN ap-
proximation of orders up to 3 with all three quadrature sets are
tabulated in Table 2. The errors fromSK1 approximation with all
three sets increase with increasing scattering albedo. For Set-1,
the errors are high for optically thin systems; fort050.1 the
errors change from 0.03 percent forV050.2 to 0.7 percent for
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Table 1 Comparisons of grid sensitivity and computational time „cpu… for case t0Ä1 and V0Ä0.5 case

Method

Number of grids used

50 100 200 400 800

R CPU
~sec!

R CPU
~sec!

R CPU
~sec!

R CPU
~sec!

R CPU
~sec!

Exact 0.54230 0.020 0.54227 0.218 0.54226 0.704 0.54226 3.414 0.54226 18.48
SK1 0.53225 0.001 0.53221 0.002 0.53220 0.004 0.53220 0.008 0.53220 0.017
SK2 0.54229 0.005 0.54225 0.009 0.54223 0.020 0.54223 0.039 0.54223 0.131
SK3 0.54228 0.009 0.54223 0.018 0.54222 0.036 0.54222 0.102 0.54222 0.281
SK4 0.54230 0.014 0.54225 0.028 0.54224 0.087 0.54224 0.209 0.54224 0.502
SK5 0.54232 0.019 0.54227 0.049 0.54226 0.163 0.54226 0.331 0.54226 0.505

Table 2 Comparison of the exact reflectivity solutions with those of SK N method for various
scattering albedo and optical thickness „Benchmark Problem 1 …

Method V0

t0

0.1 0.5 1 2 5 10

0.200 0.89950‡ 0.59961 0.38060 0.18909 0.07833 0.05715
Exact 0.500 0.93580 0.72417 0.54226 0.34893 0.20521 0.17038

0.800 0.97374 0.87698 0.77496 0.62840 0.45319 0.39165
0.995 0.99923 0.99667 0.99337 0.98682 0.96805 0.94118

SK1

0.03§ 0.25 0.32 0.35 0.57 0.82
0.200 20.01 20.06 20.06 0.13 0.64 0.82

0.02 0.13 0.39 0.83 2.08 3.03

0.18 1.53 1.86 1.54 2.11 2.28
0.500 20.05 20.40 20.43 0.40 1.99 2.28

0.13 1.12 2.29 4.09 7.23 9.17

0.47 3.87 4.78 3.18 3.37 3.57
0.800 20.13 21.10 21.42 20.02 3.12 3.57

0.32 2.87 5.87 10.08 15.21 18.40

0.70 5.98 7.71 4.61 0.34 0.18
0.995 20.22 21.82 22.72 21.92 20.13 0.18

0.48 4.48 9.42 17.33 28.72 34.31

SK2

0.02 0.03 0.01 0.03 0.05 0.07
0.200 0** 20.02 20.03 20.01 0.04 0.07

0 0.01 0.01 0.02 0.09 0.17

0.12 0.16 0.01 0.11 0.14 0.14
0.500 20.01 20.11 20.16 20.07 0.08 0.13

0.02 0.07 0.06 0.06 0.24 0.39

0.31 0.41 20.11 0.07 0.12 0.11
0.800 20.03 20.30 20.44 20.26 0.05 0.11

0.04 0.19 0.16 0.08 0.26 0.42

0.47 0.63 20.35 20.20 20.03 20.05
0.995 20.06 20.48 20.74 20.57 20.08 20.05

0.06 0.31 0.26 0.03 20.07 20.08

SK3

0.01 0 0 0.01 0 0
0.200 0 20.01 20.01 0 0 0

0 0 0 0.01 0 0.02

0.06 20.02 0.01 0.01 0.01 0
0.500 0 20.03 20.05 20.03 0 0

0.01 0.02 0.02 0.01 0.01 0.01

0.16 20.08 20.01 0.01 0.01 20.01
0.800 20.01 20.09 20.13 20.08 0 20.01

0.01 0.06 0.06 0.01 0 0

0.24 20.14 20.04 0.01 20.01 20.03
0.995 20.02 20.14 20.22 20.16 20.02 20.03

0.01 0.10 0.10 0.03 20.01 20.03

‡Reflectivity values at the surface of the sphere.
§In each box, the values from top to bottom are the percent relative errors for Set-1, Set-2 and 3, respectively.
** The truncated error value in two decimal places is zero.

742 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



V050.995. Similarly, fort050.5 the errors range from 0.25 per-
cent for V050.2 to 5.98 percent forV050.995, and fort051
these errors range from 0.32 percent forV050.2 to 7.71 percent
for V050.995. The best solutions for all optical configurations
are achieved with quadrature Set-2, inSK1 approximation yield-
ing the maximum errors of20.22,21.82,22.72,21.92,20.13,
and 0.18 percent fort050.1 to t0510, respectively forV0
50.995. The errors are much less as the scattering albedo de-
creases yielding the exact solutions for absorbing medium while
the errors with Set-3 are worse than those with Set-1. As the order
of approximation is increased, the errors are reduced for all opti-
cal configurations, but the maximum errors are generally observed
in optically thin medium. InSK2 approximation using Set-3, the
solutions for optically thin systems are better than those of Set-1
and Set-2, forV050.995, yielding the errors of 0.06, 0.31, 0.26,
0.03, 20.07, and20.08 percent fort050.1 to t0510, respec-
tively. In SK3 approximation, the maximum errors of20.24 per-
cent,20.22 percent, and 0.10 percent are observed fort0,2 and
V050.995 with Set-1, 2 and 3, respectively. The errors in mag-
nitude are further reduced as the order of theSKN approximation

is increased and convergence to the exact solution is achieved. For
high order approximations,N>4, the performance of all three
quadrature sets become identical. It should also be noted that in all
the cases presented here the ray effect was not observed in the
solutions for the incident energy and/or the heat flux.

In Fig. 1, the absolute error of the incident energy as a function
of space (5Gexact(t)2GSKN(t)) is depicted forV050.5 andt0
51 mfp for theSKN approximations of order 1 thru 4 using Set-2
to illustrate the convergence of the solutions throughout the me-
dium. As the order of approximation is increased, theSKN solu-
tions converge the exact value, but, for low order approximations,
solutions for the incident energy or heat flux may oscillate around
zero horizontal line. This behavior is analyzed in detail in Ref.@6#,
and it is closely related with the accuracy of the synthetic kernels.
However, in any case, for any medium properties, the solutions to
the exact values within the solution domain are assured.

4.2 The SKN Approximation Solutions in Inhomogeneous
Medium. The solutions for linearly varying scattering albedo
cases with theSKN approximation of orders up to 4 with Set 1, 2,
and 3 are tabulated comparatively with the exact andS8 @12#
solutions in Table 3. The cases considered areV0(t)52t/3, 0.2
12t/5, 0.412t/15, 0.622t/15, 0.822t/5, and 122t/3. In the
first three cases, the scattering albedo increases towards the sur-
face of the sphere. TheSK1 approximation forV0(t)52t/3 case
yields the errors of 2.26, 0.07, and 2.67 percent for Set-1, 2, and 3,
respectively. These error values forSK2 andSK3 approximations
are 0.26,20.15, and 0.07; and 0.03,20.05, and 0.02 percent, for
Set-1, 2, and 3, respectively. While the error ofS8 approximation
is 20.06 percent, and theSK4 approximation with all three sets
yields errors less than 0.02 percent. InV0(t)50.212t/5 case,
the errors forSK1 throughSK3 approximations are 2.05,20.14,
and 2.46 percent; 1.96,20.15, and 0.07 percent; and 0.02,20.05,
and 0.02 percent, for Set-1, 2, and 3, respectively. The error with
S8 approximation is20.08 percent. TheSK4 approximation using
all three sets yields errors less than 0.01 percent yielding solutions
better thanS8 . In V0(t)50.412t/15 case, the errors forSK1
throughSK3 approximations are 1.91,20.33, and 2.32 percent;
0.05,20.16, and 0.07 percent; and 0.01,20.05, and 0.02 percent,
for Set-1, 2, and 3, respectively. While the error withS8 is 20.09
percent, withSK4 approximation using all three sets are reduced
below 0.01 percent. In the next group, the scattering at the core of
the sphere is highest. InV0(t)50.622t/15 case, the error with
S8 becomes20.10 percent, and theSK1 approximation errors
using Set-1 are smaller when compared to the first three albedo
alternatives while the order of errors using Set-3 remains the

Fig. 1 Absolute error of the incident energy as a function of
space for V0Ä0.5 and t0Ä1 mfp with the SK N approximation

Table 3 Reflectivities of the benchmark problem 2 for linearly varying scattering albedo cases

Method

Scattering Albedo,V0(t)

2t/3 0.212t/5 0.412t/15 0.622t/15 0.822t/5 122t/3

Exact 0.55957 0.55205 0.54532 0.53941 0.53441 0.53038

S8 0.55990 0.55247 0.54581 0.53997 0.53502 0.53103

0.54690†† 0.54074 0.53493 0.52955 0.52456 0.52000
SK1 0.55919 0.55281 0.54713 0.54641 0.53808 0.53487

0.54464 0.53848 0.53265 0.52717 0.52205 0.51732

0.55814 0.54122 0.54503 0.53964 0.53511 0.53154
SK2 0.56042 0.55290 0.54617 0.54028 0.53528 0.53126

0.55918 0.55168 0.54496 0.53907 0.53409 0.53010

0.55938 0.55192 0.54524 0.53941 0.53448 0.53055
SK3 0.55985 0.55233 0.54558 0.53967 0.53466 0.53065

0.55946 0.55194 0.54520 0.53930 0.53429 0.53026

0.55957 0.55205 0.54530 0.53939 0.53438 0.53035
SK4 0.55967 0.55215 0.54541 0.53950 0.53449 0.53046

0.55953 0.55203 0.54528 0.53937 0.53437 0.53034

††In each column, the values from the top to bottom are for Set-1, Set-2, and Set-3, respectively.
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same. The errors with Set-2 slightly increase. The errors forSK1
through SK3 approximations are 1.83, 1.30, and 2.32 percent;
20.04, 20.16, and 0.06 percent; and 0.0,20.05, and 0.02 per-
cent, for Set-1, 2, and 3, respectively. InV0(t)50.822t/5 and
V0(t)5122t/3 cases, the error withS8 approximation is20.12
percent while theSK1 approximation errors are 1.84,20.69, and
2.31; and 1.96,20.85, and 2.56 percent for Set-1, 2, and 3, re-
spectively. TheSK2 approximation errors are20.13,20.16, and
0.06; and20.22, 20.17, and 0.05 percent for Set-1, 2 and 3,
respectively. While the maximum errors withSK3 approximation
are 0.05 percent, the errors withSK4 approximation are reduced
to less than 0.02 percent in both scattering albedo cases. Overall
assessment reveals that, theSK1 approximation using Set-2 yields
much better solutions than the other two sets; however, in theSK2
approximation using Set-3 is better. As the order of approximation
is increased all three quadrature sets yield smaller errors and also
the performance of the quadratures become nearly identical.

The solutions for quadratically varying scattering albedo cases
with the SKN approximation of orders up to 4 with the three
quadrature sets are tabulated comparatively with the exact andS8
@12# solutions in Table 4. The following cases are considered:
V0(t)54t/1510.5t2, V0(t)50.424t/1510.5t2, V0(t)50.6
28t/1510.5t2 and V0(t)51216t/1510.5t2. The SK1 ap-
proximation for V0(t)54t/1510.5t2 and V0(t)50.424t/15
10.5t2 cases, which scattering albedo is greater near the surface
of the sphere, yields errors of 2.53, 0.31 and 2.93 percent, and
2.04,20.12 and 2.45 percent, for the cases and for Set-1, 2 and 3,
respectively. These error values forSK2 approximation are 0.39,
20.15 and 0.09; and 0.17,20.15 and 0.08, and forSK3 the errors
are reduced to 0.06,20.05 and 0.02 percent, for Set-1, 2 and 3,
respectively. TheS8 approximation errors forV0(t)54t/15
10.5t2 and V0(t)50.424t/1510.5t2 are 20.02 and20.05
percent, respectively. On the other hand, theSK1 approximation
for V0(t)50.628t/1510.5t2 and V0(t)51216t/1510.5t2

cases, which scattering albedo is higher at the core of the sphere,
yield errors of 1.89,20.32 and 2.31 percent, and 1.83,20.68 and
2.30 percent, for the given cases and for Set-1, 2 and 3, respec-
tively. These error values forSK2 approximation are 0.07,20.15
and 0.08 and20.12,20.16 and 0.07, and forSK3 the errors are
further reduced to 0.03,20.05 and 0.02 percent, for Set-1 through
3, respectively. The errors forSK4 approximation are less than
0.02 percent for all cases considered. TheS8 approximation errors
for V0(t)50.628t/1510.5t2 and V0(t)51216t/1510.5t2

are20.07 and20.09 percent, respectively. TheSK1 approxima-

tion using Set-2 is again superior to the other two sets; but in the
SK2 approximation with Set-3 yields solutions better than Set-2.
As the order of approximation is increased all three quadrature
sets yields smaller errors and they also have converge the same
solutions.

The solutions for exponential and cosine variation of scattering
albedo cases with theSKN approximation of orders up to 4 with
the three quadrature sets are tabulated comparatively with the ex-
act andS8 solutions in Table 5. The following exponential and
cosine variation of scattering albedo cases are considered:
V0(t)50.790988e2t, V0(t)50.790988e2(12t), V0(t)50.5
10.5t cos 12pt and V0(t)50.510.5(12t)cos 12p(12t). In
V0(t)50.790988e2t and V0(t)50.790988e2(12t) cases, the
SK1 approximation yields errors of 1.07,20.41 and 1.35 percent,
and 3.21,20.18 and 3.83 percent, for Set-1, 2 and 3, respectively.
These error values forSK2 approximation become20.09,20.09
and 0.03; and 0.26,20.24 and 0.11, for Set-1, 2 and 3, respec-
tively. On the other hand, while the errors withS8 approximation
are 20.12 and 0.07 percent, for the exponential cases, respec-
tively, in SK3 approximation, the errors are reduced to20.01,
20.03 and 0.01; and 0.05,20.08, and 0.03, for Set-1, 2, and 3,
respectively. In cosine growing/damped albedo cases, theSK1 ap-
proximation yields errors of 2.1,20.16 and 2.53 percent, and
1.89, 20.39 and 2.32 percent, for Set-1, 2 and 3 andV0(t)
50.510.5t cos 12pt and V0(t)50.510.5(12t)cos 12p(1
2t), respectively. TheSK2 approximation yields the errors of
0.27, 0.01 and 0.3 percent; and 0.04,20.14 and 0.09, for Set-1, 2,
and 3, respectively while the errors withS8 approximation are
20.07 and 0.09 percent, respectively. The errors with theSK3
approximation are below 0.07 percent with all three sets. The
performance of the quadrature sets are the same; as previously
mentioned scattering albedo cases where Set-2 is better withSK1
and Set-3 withSK2 approximations.

4.3 Error Assessment at Low Orders. The argument pre-
sented in Refs.@8#, @9# on the accuracy of the synthetic kernels
and the quadrature sets is also valid here. The solutions of the
cases of benchmark problem 2 with scattering albedos decreasing
towards the surface are less than those of increasing towards the
surface of the sphere. This outcome is the opposite of that of the
plane-parallel medium sinceE1(ut2t8u) term of the integral ker-
nel att5t8 has a singularity. However, the integral kernel of the
plane-parallel medium consists of onlyE1(ut2t8u) @8# whereas
the integral kernel for the incident radiation in spherical medium

Table 4 Reflectivities of the benchmark problem 2 for quadratically varying scattering albedo
cases

Method

Scattering Albedo,V0(t)

4t/1510.5t2 0.424t/1510.5t2 0.628t/1510.5t2 1216t/1510.5r2

Exact 0.56871 0.55292 0.54619 0.53534

S8 0.56882 0.55321 0.54656 0.53582

0.55431‡‡ 0.54165 0.53587 0.52552
SK1 0.56694 0.55358 0.54793 0.53898

0.55203 0.53940 0.53358 0.52302

0.56648 0.55197 0.54581 0.53598
SK2 0.56954 0.55376 0.54703 0.53620

0.56821 0.55247 0.54576 0.53497

0.56837 0.55271 0.54605 0.53537
SK3 0.56901 0.55320 0.54646 0.53559

0.56861 0.55281 0.54608 0.53522

0.56870 0.55289 0.54616 0.53530
SK4 0.56882 0.55301 0.54628 0.53542

0.56867 0.55288 0.54615 0.53530

‡‡In each column, the values from the top to bottom are for Set-1, Set-2, and Set-3, respectively.

744 Õ Vol. 125, AUGUST 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



is a combination ofE1(ut2t8u) andE1(t1t8). Thus, the errors
associated by each exponential integral function compensate for
each other and since the number of exponential integral functions
of order 1 and 3 are encountered in the transfer kernels—Eqs.~1!
and ~2!—a different trend from the plane-parallel geometry is to
be expected. On the other hand, the success of Set-3 forN>2 is
due to Set-3 satisfying also the first spatial moment ofE2(x)
which is demonstrated in Ref.@9#. Yet the convergence of theSKN
approximation to the integral equation solution is not affected by
the number and/or the order of exponential integrals of the trans-
fer kernels, and as the order of approximation is increased the
SKN solutions yield the exact RITE solutions.

5 Conclusions
TheSKN approximation is applied to RITEs in one-dimensional

spherical isotropically scattering participating homogeneous and
inhomogeneous medium, and theSKN equations along with the
proper mathematical boundary conditions are derived. The bench-
mark problems consisting of a wide range of optical configura-
tions and spatially varying scattering albedos are used to compare
theSKN solutions with those of the exact and DOMS8 . Based on
the results presented, the following conclusions have been drawn:

1! The method is computationally very cheap and memory ef-
ficient. The cpu time with 800 grids for the exact,SK2 andSK5
are on the order of 18, 0.13 and 0.5 seconds, respectively, which
makes even high order approximations, such asSK5 , very attrac-
tive to be used.

2! Since the method is derived from the RITE rather than RTE,
the ray affect, which is a problem associated with the angular
discretization, is not observed in the solutions.

3! The solutions with increasing orders converge the exact so-
lution regardless of the optical thickness and scattering albedo
variations. Even in the presence of a highly oscillating source in
the medium, such as cosine variation of albedo cases, the results
even with theSK3 approximation are in excellent agreement with
the exact solutions.

4! The performance of the quadratures are as follows: inSK1
approximation Set-2 is better than the others yielding maximum
errors of 2.72 percent in highly scattering medium andt051
whereas the errors for absorbing medium is less than 1 percent
occurring in optically thick medium; inSK2 approximation Set-3
in optically thin and moderate medium is better, however, in op-
tically thick medium Set-1 and Set-2 yield identical solutions. The

SK3 approximation with Set-3 is slightly better than the other two
sets for optically thin systems; however, for optically thick sys-
tems, all three quadrature sets yield the same order of magnitude
errors.

Nomenclature

En(x) 5 nth order exponential integral function
G(t) 5 dimensionless incident radiation

(52p*21
1 I (t,m)dm)

Gn(t) 5 functions defined by Eq.~7!
I 5 dimensionless radiative intensity

I w 5 incident isotropic radiation intensity on the sur-
face of sphere

R 5 reflectivity
S 5 dimensionless isotropic source function defined

by Eq. ~3!
T 5 temperature

f 1(t), f 2(t) 5 boundary terms defined by Eqs.~4! and ~5!
q(t) 5 dimensionless radiative heat flux

(52p*21
1 I (t,m)mdm)

qn(t) 5 functions defined by Eq.~8!
r 5 radial variable

r 0 5 radius
wn 5 quadrature weights

Greek Symbols

V0 5 scattering albedo~5k/b!
b 5 extinction coefficient
k 5 absorption coefficient
m 5 angular cosine

mn 5 quadrature abscissas
s 5 scattering coefficient
u 5 dimensionless temperature (5T/Tref)
t 5 dimensionless optical variable (5br )

t0 5 optical radius (5br 0)

Subscripts

n 5 nth component of theSKN equation
1 5 outgoing
2 5 incoming

Superscript

8 5 dummy integration variable

Table 5 Reflectivities of the benchmark problem 2 for exponential and cosine varying scatter-
ing albedo cases

Method

Scattering Albedo,V0(t)

0.790988e2t 0.790988e2(12t) 0.510.5t cos 12pt 0.510.5(12t)cos 12p(12t)

Exact 0.46360 0.64401 0.54935 0.54165

S8 0.46416 0.64443 0.54973 0.54214

0.45862§§ 0.62335 0.53781 0.53141
SK1 0.46551 0.64517 0.55021 0.54376

0.45732 0.61935 0.53546 0.52908

0.46400 0.64232 0.54787 0.54144
SK2 0.46403 0.64557 0.54928 0.54241

0.46344 0.64329 0.54772 0.54116

0.46364 0.64372 0.54823 0.54147
SK3 0.46373 0.64452 0.54958 0.54192

0.46354 0.64381 0.54892 0.54151

0.46359 0.64400 0.54839 0.54153
SK4 0.46364 0.64418 0.54948 0.54174

0.46358 0.64393 0.54937 0.54162

§§In each column, the values from the top to bottom are Set-1, Set-2, and Set-3, respectively.

Journal of Heat Transfer AUGUST 2003, Vol. 125 Õ 745

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
@1# Lewis, E. E., and Miller, W. F., 1984,Computational Methods of Neutron

Transport, John Wiley & Sons, Inc.
@2# Spinrad, B. I., and Sterbentz, J. S., 1985, ‘‘Approximations to Neutron Trans-

port Problems in Complex Geometries: I,’’ Nucl. Sci. Eng.,90, pp. 431–440.
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This paper addresses fouling in a family of seven copper helically
ribbed tubes. Series of semi-theoretical linear fouling correlations
for long term combined precipitation and particulate fouling
(PPF) in cooling tower systems and for accelerated particulate
fouling were developed.@DOI: 10.1115/1.1571090#

Keywords: Cooling Towers, Fouling, Heat Transfer, Heat Recov-
ery

Introduction
The two subject areas of fouling and enhancement have been

developed mainly independently for many years. Watkinson@1#
had attempted to bring the two areas together in an early paper.
Rabas et al.@2# monitored the fouling characteristics of helically
corrugated~indented!steam condenser tubes in an electric utility
plant for 15 months. Bott@3# and Epstein@4# described informa-
tion on particle deposition.

Bergles and Somerscales@5# suggested a method to measure the
fouling thermal resistance in condenser tubes by supplying the
cooling water that flows through the tubes in a separate testing
condenser, from the same source as the main condenser. The
method was used in this study. The fouling in cooling tower water
systems is the combination of precipitation fouling and particulate
fouling ~PPF!. Seven helical rib roughened tubes and one plain
tube were tested for their susceptibility to PPF in one cooling
season@6#. In order to provide further data, accelerated particulate
fouling tests were performed@7#. Little information exists on the
differences between modeling of practical long-term PPF data and
modeling of accelerated particulate fouling data in enhanced
tubes. The purpose of this paper is to provide correlations of the
experimental results@6,7#. The comparison of the PPF and the
accelerated particulate fouling correlations is used to explain the
apparent differences between the in-lab and the in-plant results.

Tube Geometries and Experimental Method
The tube geometries and test procedures were fully described

@6,7#. One of the tubes~Tube 1!is a plain copper tube and is used
to compare to the other seven helically ribbed copper tubes. The
ranges of geometric parameters were number of rib starts~18 to
45!, helix angle~25 to 45 deg!, and height~0.33 to 0.55 mm!. All
fins were of a trapezoidal cross-section shape with a 41 deg in-
cluded angle. All eight tubes have the same inside diameter of
15.54 mm.

The apparatus for long term practical fouling tests@6#, a fouling
test condenser, was connected in parallel with the condenser of a
880 kW water chiller. The cooling tower water supplied to the
main refrigerant condenser was also supplied to the tubes in the
fouling condenser. It contains sixteen 3.66 m long tubes, installed
as eight pairs of identical tubes~seven pairs of enhanced tubes and
one pair of plain tube geometry!. The cooling tower water is cir-
culated through the condenser in a one-pass arrangement at 1.07
m/s tube side velocity (Re516,000)-about half of the commonly
used velocity for refrigerant condenser applications. System water
has 800 ppm~620%! calcium hardness and 8.5 pH. The water
mass flow rate in each tube was determined by measuring the
water pressure drop in the tube. Typical operating conditions for
water pressure drop and temperature difference are 6.8 kPa and
2.5°C, respectively. The absolute errors in pressure and tempera-
ture measurement are60.03 kPa and60.1°C, respectively. The
estimated uncertainty in fouling measurement is 6.2%.

The apparatus for accelerated particulate fouling tests@7# was
capable of testing four 19 mm O.D. tubes simultaneously. Heat is
transferred to the 3.05 m long test sections by condensing R-114
on the annulus side of the test section. Condensed R-114 is re-
turned to electric heated boilers. Plain tube 1 and helical-rib tubes
2, 3, 4, 5 and 8 in Table 1 were tested at 1300 ppm concentration
and at Re516,000. The tests were conducted using aluminum
oxide particles~3.0 mm average particle diameter! suspended in
8.0 pH city water. The fouling resistance has an uncertainty of
11.8%.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 26, 2002;
revision received February 11, 2003. Associate Editor: J. N. Chung.

Table 1 Rf
PartÕRfp

Part at the end of the testing period and
Rf

PPFÕRfp
PPF at the end of one cooling season

Tube Rf
PPF/Rf p

PPF Rf
Part/Rf p

Part bh h p/e

2 5.15 8.71 1.96 1.18 2.81
5 3.40 5.42 1.82 1.04 3.31
3 2.26 5.34 1.64 1.05 3.50
6 1.57 n/a 1.54 1.01 5.02
7 1.51 n/a 1.60 1.05 7.05
8 1.25 4.40 1.37 0.98 9.77
4 1.13 3.76 1.18 0.95 9.88
1 1.0 1.0 1.0 1.0 n/a
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Fouling Data Analysis and Discussion
Li et al. @7# have shown:

Rf*

Rf p*
5Ch (1)

whereh5( j / j p)/( f / f p) is the efficiency index and subscript ‘‘p’’
indicates a plain surface.C is a constant, which is determined
from the fouling tests. In principle, Eq.~1! can embrace all fouling
mechanisms providing the fouling is asymptotic@7#.

Table 1 lists the fouling factor ratiosRf
Part/Rf p

Part at the end of the
testing period andRf

PPF/Rf p
PPF at the end of the cooling season.

Figure 1 shows theRf
Part/Rf p

Part and theRf
PPF/Rf p

PPF versus the clean
tube h in Table 1. TheRf

Part/Rf p
Part ratio linearly increases with

increasingh:

Rf
Part

Rf p
Part521.36h216.70 (2)

Equation ~2! has an average deviation of 4.1%. Figure 1 also
shows that theRf

PPF/Rf p
PPFis not able to be correlated as a function

of h. Since Eq.~1! is based on the heat-mass transfer analogy, it is
automatically assumed that the fouling deposit is formed by a
large amount of individual particles@7#. The effect of cohesion
between the particles and the tube surface is not included. This is
valid for particulate fouling instead of PPF. Inverse solubility salts
~mostly CaCO3 and MgCO3 in cooling tower water!exhibit de-

creasing saturation concentration beyond certain temperature. As a
consequence, crystalline deposits start to form if such solutions
contact heated surfaces. The particulate fouling deposits primarily
on the surfaces between the ribs and on rib tip surfaces. The
nominal internal surface area~A! based on a plain tube, the refer-
ence surface in above Eqs.~1! and ~2!, has been use widely in
particulate fouling data analysis of enhanced tubes@7#. Figure 2
shows that significant physical PPF deposits cover the total inter-
nal surface of a tested tube 5 after the completion of tests in one
cooling season. The PPF deposits on the total internal surface
(Aw) including the surfaces between ribs, rib tip surfaces, and side
surfaces of ribs, due to the deposit cohesion. This is the reason
why theRf

PPF/Rf p
PPF is not able to be correlated as a function ofh.

In order to including the difference betweenAw andA, we intro-
duced an area index,b5(Aw /A)/(Ac /Acp) into equation~1!:
Rf

PPF/Rf p
PPF}bh. No information exits of the physical meaning of

bh. The helical rib roughened tubes probably provide some of the
attributes of a rough tube~local flow separations!, which is re-
flected inh, and some of an internally finned tube~large surface
area increase!, which is reflected inb.

Figure 3 showsRf
Part/Rf p

Part andRf
PPF/Rf p

PPF versus the clean tube
bh in Table 1. As we expected, theRf

Part/Rf p
Part is not able to be

correlated as a function ofbh. On the other hand, theRf
PPF/Rf p

PPF

ratio linearly increases with increasingbh:

Rf
PPF

Rf p
PPF5bh 10.0.p/e>5.0 (3a)

Rf
PPF

Rf p
PPF58.18bh211.11 p/e,5.0 (3b)

Equation 3~a!and 3~b!have an average deviation of 5.8%. For
transverse ribs (a590 deg), reattachment will occur, when the
pitch of roughness is larger than approximately five rib heights
@7#. For helical rib roughness tubes, whene/Di,0.04 in this
study, the fouling process is mainly determined by the separated
flow caused by the pitch of ribs. It is interesting to know that there
is only one linear range forRf

Part/Rf p
Part in Fig. 1. This is another

hint of the difference between particulate fouling deposition and
PPF deposition. The particulate fouling deposits mainly exist in

Fig. 1 Rf
PPFÕRfp

PPF and Rf
PartÕRfp

Part versus h

Fig. 2 A photo of fouled „upper photo… and unfouled „lower
photo… tube 5 after completion of tests

Fig. 3 Rf
PPFÕRfp

PPF and Rf
PartÕRfp

Part versus bh
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the interfin region of the test tube. The actualp/e increases as the
fouling deposits continue to fill in the interfin region. When the
fouling resistance reaches asymptotic value, thep/e of each heli-
cal rib roughness tube will be larger than five. Figure 2~a! in Li
et al. @7# shows that theRf

Part/Rf p
Part in Table 1 is close to

asymptotic value. On the other hand, PPF deposits exist on the
total heat transfer surfaces of the tubes. The actualp/e values
remain closed to thep/e values of clean tubes as the fouling
deposits increase, which is confirmed by Fig. 2. Therefore, there
are two ranges in Fig. 3 corresponding top/e>5.0 and p/e
,5.0, respectively.

Conclusions
The fouling resistances of helical rib roughened tubes were

higher than that of plain tube at low Re~16,000!for both practical
long-term PPF and accelerated particulate fouling.

With respect to PPF, theRf
PPF/Rf p

PPFratio linearly increases with
increasingb•h; There are two linear ranges of fouling character-
istics corresponding top/e,5.0 andp/e>5.0. With respect to
accelerated particulate fouling, the ratio ofRf

Part/Rf p
Part linearly in-

creases with increasingh; There is one range of fouling charac-
teristics.

Acknowledgment
The author would like to thank Prof. Ralph L. Webb at Penn

State and Prof. Arthur E. Bergles at RPI for their valuable contri-
butions.

Nomenclature

A 5 nominal internal surface area based on plain tube, m2

Ac 5 cross sectional area, m2

Aw 5 inside wetted surface area, m2

e 5 internal rib height~average value!, m
f 5 fanning friction factor, dimensionless
j 5 Colburn j-factor (5StPr2/3), dimensionless
p 5 axial element pitch, m

Rf 5 fouling resistance, m2•K/W
Rf* 5 asymptotic fouling resistance, m2

•K/W

Greek Letters

b 5 area index, (Aw /Awp)/(Ac /Acp), dimensionless
h 5 efficiency index, (j / j p)/( f / f p), dimensionless
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Monte Carlo Simulation of Radiative
Heat Transfer in Coarse Fibrous
Media
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Direct Geometric Monte Carlo modeling of a fibrous medium is
undertaken. The medium is represented as a monodisperse array,
with known solidity, of randomly oriented cylinders of known in-
dex of refraction. This technique has the advantage that further
radiative properties of the medium (absorption coefficient, scat-
tering albedo, scattering phase function) are not required, and the
drawback that its’ Snell- and Fresnel-generated dynamics suggest
a limitation to large, smooth fibers. It is found that radiative heat
flux results are highly dependent on bias in the polar orientation
angle (relative to the boundary planes) of the fibers. Randomly
oriented fiber results compare well to both the large (specular
radiosity method) and small (radiative transfer equation) limits,
while the results of previous experiments lie within the range of
simulation results generated using varying degrees of orientation
bias. @DOI: 10.1115/1.1571092#

Keywords: Heat Transfer, Insulation, Monte Carlo, Porous Me-
dia, Radiation

Introduction
In studies of radiative transfer through fibrous materials, the

medium is usually represented as spatially continuous and the
Radiative Transfer Equation~RTE! is applied, using radiative
properties determined from experiment or by applying electro-
magnetic theory. In the present note fibrous media are represented
as discrete arrays of randomly located and oriented cylindrical
surfaces. Bundles of radiation intensity are released from the
boundaries of the medium in a Geometric Monte Carlo~GMC!
simulation. The bundles interact as surface reflections and absorp-
tions with the fibers in their path. By more detailed representation
of the fibrous medium morphology, this method avoids break-
down of radiative continuum near the boundaries of the medium,
and allows bias in the fiber orientation direction to be conve-
niently considered. Snell’s laws are used for fiber-surface reflec-
tion directions, and Fresnel’s equations are used to derive surface
radiation properties. Hence the method applies only to smooth-
surfaced fibers in the geometric limit. However, the method has
the advantage that the only radiative property required is the com-
plex index of refraction for the fiber material, and there is no
uncertainty over the form of the scattering phase function. The
technique is similar to that employed by Nisipeanu and Jones@1#
in a study of spherical particle suspensions. This note reports
an extension of the technique into the geometry of a dispersion of
cylindrical particles, which require a different geometrical
development, and admit the complication of non-random fiber
orientation.
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Analysis
The fibers are randomly oriented, infinitely long, straight cylin-

ders. The fibers are limited in axial extent only by the rectangular
boundaries of the medium. Bent fibers could be represented by
two or more of these cylinders. Fiber intersection volumes are
ignored.

Randomly oriented cylinders are generated in a three-
dimensional rectangular control domain of variable size. One of
the control domain corners is the origin of the global coordinate
system. Randomly oriented position vectorsv̂ are generated hav-
ing a lengthS ~Fig. 1!.

S5lx1my1nz (1)

is the equation of a planePP normal tov̂ at a distanceS from the
origin, where$x, y, z% is the global coordinate system and$l,m,n%
are the direction cosines ofv̂. A local coordinate system
$xl ,yl ,zl% is constructed with one axist̂n normal to planePP, and
the other two included in the plane~Fig. 1!:

t̂n5l î1m ĵ1n k̂

t̂15
î3 t̂n

u î u3 t̂n

5
2n ĵ1m k̂

Am21n2
(2)

t̂25
t̂n3 t̂1

u t̂n3 t̂1u
5

Am21n2 î2lm ĵ 1ln k̂

Am21n2
.

If

A5F 0
2n

Am21n

m

Am21n

Am21n
2lm

Am21n

2ln

Am21n

l m n

G , (3)

then

xl t̂11yl t̂21zl t̂n5x î1y ĵ1zk̂⇒H xl

yl

zl

J 5AH x
y
z
J (4)

relates the local to the global coordinate system.
The equations of a cylinder normal to planePP in the local

coordinate system are

R25~xl2xlo!21~yl2ylo!2

zlPR (5)

wherexlo andylo are the coordinates of a point arbitrarily chosen
on planePP, andR is the fiber radius. The local coordinate system
is used in order to construct cylinders that are not necessarily
centered around the position vectorv̂. By applying Eq.~4!, the
infinite cylinder equation in the global coordinate system becomes

R25
@~m21n2!~x2xo!2lm~y2yo!2ln~z2zo!#

21@m~z2zo!2n~y2yo!#
2

m21n2 . (6)

Randomly oriented cylinders with random offsets from the posi-
tion vector are generated until the desired volume fraction is ob-
tained. A representation of just a few randomly oriented and po-
sitioned fibers is shown in Fig. 2, along with a representative
intensity bundle path.

The bottom boundary of the control domain is taken to be hot
and black, emitting radiative flux simulated as energy bundles
released from random positions and directions. The top boundary
is taken to be black, cold in some cases, and cooler than the

bottom boundary~though still emitting! in others. The coordinates
of an energy bundle after it travels a distanceP are

x5xst1 l 1P

y5yst1 l 2P (7)

z5zst1 l 3P

where$xst ,yst ,zst% initially represent the starting position of the
bundle (xst andyst are random, andzst corresponds to the top or
bottom boundary!, and$ l 1 ,l 2 ,l 3% are the direction cosines of the

Fig. 1 Generation of randomly oriented cylindrical fibers Fig. 2 Three dimensional view of a fibrous medium
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bundle’s random direction. Writing Eqs.~7! into Eqs.~6! yields a
relation whereP defines a point of intersection between the
bundle and a cylinder. The discriminant of this second order equa-
tion in P is computed. If this discriminant is positive, the equation
has real roots and there is an impact at the smaller of the two@2#,
the other impact point being impossible for opaque fibers. The
incident polar and azimuthal angles relative to the fiber surface are
computed from the direction of the in-coming ray and the surface
normal at the intersection point.

At the point of impact with the fiber’s surface, the energy
bundle is absorbed or reflected depending on the absorptivity or
reflectivity of the fiber. The surface radiative properties are pre-
dicted by Fresnel’s equations, which are functions of the fiber
material complex index of refractionm5n2 ik. Reflections by
individual fibers may be taken as specular without loss of accu-
racy @1#. The direction of a reflected ray is determined using
Snell’s law:

ŝr5 ŝi12uŝi•n̂un̂ (8)

in which the unit surface normaln̂(n1 ,n2 ,n3) is

n̂5
¹g

u¹gu
(9)

andg is the right-hand side of the surface equation of the cylinder
given by Eq.~6!. The bundle is followed in its new~reflected!
direction, from (xst ,yst ,zst) at the impact point until it either
strikes another fiber, reflects off the~perfectly specular! sides of
the medium, or exits the medium through its top or bottom sur-
faces. For each reflection of each bundle, each fiber is checked for
possible impact. If more than one fiber shows a possible impact,
then the closest is taken as the true impact.

If the energy bundle is absorbed by an interaction with a point
on the fiber surface, and then re-emitted from the interaction point
~a consequence of radiative equilibrium!, then its direction is
taken to satisfy an overall diffuse directional distribution. A local
coordinate system is chosen with one unit vectort̂n at the impact
point on the fiber surface and axially directed, and the other de-
fined by

t̂ t5 t̂n3n̂. (10)

The direction of the emitted ray is given by

ŝe5 l l1t̂ t1 l l2t̂n1 l l3n̂5~l l l21 l l3n12n l l1n21m l l1n3! î1~m l l2

1n l l1n11 l l3n22l l l1n3! ĵ1~n l l22m l l1n11l l l1n21 l l3n3!k̂

5 l 1 î1 l 2ĵ1 l 3k̂ (11)

where the local direction cosines result from a random local azi-
muth, and a local polar angle whose probability density function
corresponds to a diffuse distribution.

If Eqs. ~6! and~7! with unknownP have no real solution, then
the energy bundle strikes one of the bounding surfaces. The side
walls are considered to be perfect specular reflectors in order to
account for contributions to radiative transfer from the regions
beyond the computational domain. The energy bundles undergo
multiple reflections, absorptions, and/or re-emissions until they
eventually get to the top or bottom boundaries. The total number
of bundles that pass through the top boundary determines the
transmitted flux.

Energy bundles are released until the transmittance of the me-
dium becomes stationary to within at most 3%, which requires as
many as 105 bundles for higher optical thicknesses~representing
over 200 hours of run time on a 200 MHz UltraSPARC proces-
sor!. For lower optical thickness, stationarity within 0.1% is
achieved with a few as 104 bundles~20 to 30 hours!. No results
are reported that use fewer than 104 bundles.

In the discontinuous limit, GMC results were checked against
the cases of a single fiber, placed both horizontally and vertically

in the medium. These cases are readily solved using a radiosity
method with specular view factors. GMC results agreed to within
3% with the radiosity method for a horizontal cylinder and 104

bundles. GMC results are essentially identical to radiosity results
for a vertical cylinder and 104 bundles.

In the continuous limit, GMC results were checked against
Monte Carlo simulations of a radiative continuum~Continuous
Monte Carlo, CMC, as derived from Modest,@3#, by Nisipeanu,
@4#!. The CMC simulations use both Linearly Anisotropic Scatter-
ing ~LAS, with specified angular distribution coefficient! as well
as an embedded Scattering-on-Cone~SC!method@4#. In the later,
the scattering direction compliments an incoming ray’s polar
angle from the axis of a randomly oriented scattering fiber, but it
is assumed that in the small fiber limit, the azimuthal scattering
angle about the fiber axis is uniformly distributed. Comparison of
GMC results to CMC is described in the Results section. CMC
with LAS was itself verified against an exact integral solution of
the RTE@3#, agreeing within 1% for 104 bundles.

Results
Test case parameters are chosen in order to allow qualitative

comparison to the experimental results of Tong et al.@5#, concern-
ing fiberglass insulation material 2.5431022 m thick with a so-
lidity of 0.0033 and a mean~though not uniform! fiber diameter of
6.9 mm. The directional bias of the fibers, if any, is unknown.
These parameters represent a practical engineering example of the
application of disperse fibrous media, and are considered here
even though the ratio of fiber diameter to wavelength~at low ends
of the diameter distribution and for longer radiatively significant
wavelengths!is very near the accepted limit of applicability of
geometric scattering. Tong et al. measured the total heat flux un-
der vacuum conditions~radiation plus a small amount of fiber-to-
fiber conduction! between black boundary plates at varying hot
boundary temperatures and a fixed cold boundary temperature
~308 K!; results are reproduced in Fig. 3.

Figure 3 shows CMC radiative heat flux results of both LAS
and SC for the physical conditions of Tong et al.’s experiment.
Tong et al. derived theoretical radiative properties for these con-
ditions using a random fiber orientation, yielding a wavelength-
averaged extinction coefficient~825 m21!, scattering albedo
~0.605!, and angular distribution coefficient for LAS~0.804!.
These properties were used in the gray CMC simulations. The

Fig. 3 Comparison between Monte Carlo solutions for con-
tinuous media with various fiber orientations, and the experi-
mental data of Tong et al. „1983…
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LAS and SC results agree well, indicating that use of SC might
allow CMC simulation without explicit knowledge of the angular
distribution coefficient.

Figure 3 also shows GMC results for the boundary conditions
and solidity of Tong et al.’s experiment, modeling a monodisperse
medium with a fiber diameter of 6.9mm and a wavelength-
averaged index of refraction for glass of 1.491 i131024 ~derived
from the data of Hsieh and Su,@6#!. Agreement between GMC
and CMC results is quite good, though this should be regarded as
somewhat fortuitous since the GMC results did not consider fiber
diameter variations, while the radiative properties derived by Tong
et al. are integrated over a particular fiber radius distribution.
Also, the index of refraction itself was averaged for the GMC
simulations, instead of more properly averaging the heat flux re-
sults over a range of spectral simulations. This was done because
of the extreme run times required by present GMC simulations,
and because the intent of the present results is to serve as a gen-
eral illustration, as follows.

Primarily, Fig. 3 shows GMC results under varying conditions
of fiber orientation bias. Practical fibrous media might not be ac-
curately represented by randomly oriented fibers, especially in
mat applications. Figure 3 shows GMC results in which the fiber
orientation azimuthal angle is random, but the polar angle~rela-
tive to the boundary planes! is fixed at 0, 45 deg, and 90 deg.
Figure 3 shows a significant dependence of the GMC results on
fiber orientation. Radiation is mostly back-scattered by horizontal
fibers, and the best transmittance is for vertical fibers. Results both
from randomly oriented fibers and from Tong et al.’s experiment
lie within the range of the orientation bias results. Clearly, quan-
titative comparison between GMC and experimental results will
require knowledge of the fiber orientation bias in the experimental
test article.

The issue of the applicability of the radiative continuum as-
sumption to discontinuous media is addressed for spherical par-
ticles by Nisipeanu and Jones@1#, with the conclusion that the
assumption is not valid for solidities greater than about 0.1~de-
pending on the particle reflectance and the desired accuracy!. By
way of extending this conclusion to cylindrical particles~fibers!,
Fig. 4 shows the ratio of radiative flux at a cold boundary to hot
boundary emissive power for a variety of finenesses~ratio of me-
dium thickness to particle diameter—indicative of number density
of scatterers, correlated with optical thickness! at different solidi-
ties for both spherical particles and randomly oriented cylindrical

fibers. The results are very similar, suggesting that as long as the
particle orientation is random, the particle shape~varying from
spherical to cylindrical! may be relatively unimportant. This sug-
gestion holds only for randomly oriented scatterers.

Confidence in the applicability of GMC to fibrous media would
certainly benefit from future research in such areas as: sensitivity
to index of refraction variations; non-smooth~non-specular!fiber
surfaces; and less idealized descriptions of the fibrous medium
geometry. The present computational implementation of GMC is
rather cumbersome, though future improvements should make a
wider variety of results more readily available.

Conclusions
A Geometric Monte Carlo~GMC! model is developed for ra-

diation in discrete~non-continuum! fibrous media. Unlike con-
tinuous medium~RTE! models, GMC requires only volume frac-
tion, fiber diameter, fiber orientation, and fiber material complex
index of refraction as parameters; independent computation of an
extinction coefficient, scattering albedo, and scattering phase
function are not necessary. However, applicability of GMC to fi-
brous media in small diameter, long wavelength situations re-
mains to be demonstrated. GMC results for fibrous media suggest
that:

1. The distribution of polar orientation direction of the fibers is
very important to radiative flux; comparison between the GMC
results and experimental results cannot be meaningful without
knowledge of the orientation distribution in the experiment.

2. In the geometric limit, the shape of randomly-oriented scat-
tering particles in a discontinuous medium or solid matrix may be
relatively less important, as indicated by the similarity of fibrous
medium and spherical suspension results for equal volume frac-
tion and fineness parameter.

Nomenclature

A 5 transformation matrix: global to local coordinates
f v 5 volume fraction~solidity!
g 5 left-hand side for the surface equation of a cylin-

der
H 5 plane-parallel medium depth, m

î , ĵ , k̂ 5 unit vectors inx, y, z directions
l 1 , l 2 , l 3 5 direction cosines

n̂ 5 unit surface normal
P 5 dimensionless pathlength

PP 5 plane perpendicular on the position vector
R 5 fiber radius, m
R 5 real numbers domain
S 5 distance from origin to planePP

ŝ, ŝ8 5 original and scattered ray direction vectors
ŝi , ŝr 5 incident and reflected ray direction vectors
t̂1 , t̂2 5 unit vectors included in planePP

t̂n 5 unit vector parallel to direction of cylinder
T 5 boundary temperature, K
v̂ 5 position vector

x, y, z 5 position coordinates
l,m, n 5 direction cosines of cylinders

subscripts

e 5 emitted
i, r 5 incident, reflected

l 5 local
st 5 starting point

1,2 5 hot, cold boundary
1,2,3 5 perpendicular directions in local coordinate system

Fig. 4 Comparison of Monte Carlo solutions for fibers mod-
eled as infinitely long, randomly oriented cylinders, and sus-
pended spheres
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The paper deals with the unified Wilson plot method used for
obtaining heat transfer correlations for finned heat exchangers. In
this approach, the direct nonlinear regression is implemented. The
numerical example with uncertainty analysis is included as well.
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1 Introduction
For design and analysis of heat exchangers, it is necessary to

evaluate the average heat transfer coefficients, if not available, for
one or both fluid side surfaces. If they are to be determined for
both fluid sides of a heat exchanger or for the case when the
thermal resistances on both fluid sides are of the same order of
magnitude and we want to determine an accurate heat transfer
correlation on the unknown fluid side, the Wilson method appears
to be very useful. The main idea of Wilson technique is to split the
overall thermal resistance, previously determined, into individual
thermal resistances. In order to obtain the overall thermal resis-
tance, inlet and outlet flow rates and temperatures on both sides of
the heat exchanger and heat transfer rate have to be measured.
Afterwards, we need to make the precise energy balance of the
heat exchanger, and to apply a suitable statistical procedure of
data analysis. When the modified Wilson plot techniques are ap-
plied, the linear regression is used as a statistical procedure. Due
to the fact that only linear regression is used to estimate the un-
knowns, the number of unknowns cannot be greater than 2 in the
modified Wilson method. One of the modifications of Wilson
method, which allows us to estimate 3 unknown parameters is

based on the double use of the linear regression scheme connected
with an iterative procedure@1–4#. If the number of unknowns is
greater than 3, the required evaluations are more complicated and
the estimation results are less accurate. Moreover, when using
linearization by means of taking the natural logarithm, heat trans-
fer correlations may have the form of monomials only, which
additionally limits possible applications of the modified method.
Furthermore, it changes the original equation for the overall heat
transfer coefficient and can lead to unsatisfactory estimates. It is
worth mentioning that the fin efficiency can be taken into account
only by an additional, internal iterative scheme. In the modified
techniques, the issue of experimental uncertainty is not addressed
at all. For these reasons the unified method has been suggested.

2 The Unified Wilson Plot Method
For any two-fluid heat exchanger, the overall heat transfer co-

efficient is given by:

1
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1
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l
Rl1

1
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Ai

Ao
l 51,2, . . . ,q. (1)

If, additionally, the finned cooler is considered, the above equa-
tion takes the form:
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wherex is a coefficient connected with condensation of air mois-
ture, which is equal:

x5
DXṁdai 1Q̇

Q̇
(3)

andh f is the fin efficiency for the straight fins, defined by:

h f5
tanh~ghe!

ghe
. (4)

The valueg in formula ~4! is the fin efficiency parameter given
by:

g5A2xho

kfd f
. (5)

The unified Wilson plot technique allows us to consider differ-
ent flow regimes, but requires all test data on one side of the
exchanger to be in one flow regime and no phase changes in the
fluid streams flowing through the exchanger. Other limitations
given by Shah@1# are relaxed.

Let us assume the following heat transfer correlations for the
outside and inside of the exchanger~respectively! @2#:

Nuo5
hode

ko
5Co Reo

p Pro
1/3, (6)

Nui5
hid

ki
5Ci Rei

m Pri
0.4. (7)

The finned exchanger belongs to the group of highly effective
heat exchangers with high values of overall heat transfer coeffi-
cients. In that case the left-hand side of Eq.~2! has very small
values. It may cause some numerical problems, that is why Eq.~2!
is being inversed in the adjustment procedure. Assume four un-
knowns:Co , p, Ci , m in Eqs.~6! and ~7!, and take into account
the following notations for indirectly measured quantities:

x15
d

kiPri
0.4

, x25Rei , (8)
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Equations~2! for all data points take the form:

yj H F(
l

Rl1
x1 j

Cix2 j
m

1
1

ACox3 j x4 j
p/2 tanh~ACox4 j

p/2x5 j !1Cox4 j
p x6 j

G21

2U jJ
50, j 51,2, . . . ,r . (11)

Let us arrange the constraint equations~11! into the form:

yj~a1 ,a2 , . . . ,as ,b1 ,b2 , . . . ,bn!50, (12)

where: a t (t51,2, . . . ,s) is the indirect measurements, that is
overall heat transfer coefficientU and expressionsx1 , . . . ,x6 ,
which are functions of direct measurements, it means inlet and
outlet mass flow rates, temperatures and heat transfer rate, and
bk (k51,2, . . . ,n) are the values to be determined, in the paper:
constantsCo , Ci , and exponentsp, m in Nusselt correlations.

When indirectly measured quantities, denoted bylT

5@U j
+ ,x1 j

+ , . . . ,x6 j
+ # and preliminary values of unknowns, de-

noted byzT5@Co
+ ,p+,Ci

+ ,m+#, are inserted into Eqs.~12!, they are
not satisfied. The residuals of those equations are calculated as:

yj~ l 1 ,l 2 , . . . ,l s ,z1 ,z2 , . . . ,zn!52wj . (13)

To ensure that Eqs.~12! are satisfied, corrections to measure-
mentsvt (t51,2, . . . ,s) and corrections to preliminary values of
unknownsuk (k51,2, . . . ,n), need to be added as follows:

yj~ l 11v1 ,l 21v2 , . . . ,l s1vs ,z11u1 ,z21u2 , . . . ,zn1un!50.
(14)

Functionsyj are extended into Taylor’s series in the vicinity
~l,z!, as follows ~the powers higher than the first one are ne-
glected!:

S ]yj

]a1
D

l 1

v11 . . . 1S ]yj

]as
D

l s

vs1S ]yj

]b1
D

z1

u11 . . . 1S ]yj

]bn
D

zn

un

52yj~ l 1 ,l 2 , . . . ,l s ,z1 ,z2 , . . . ,zn!, j 51,2, . . . ,r (15)

what can be expressed in matrix notation as:

Av1Bu5w, (16)

whereA andB are ther 3s and r 3n matrices of coefficients of
the measured quantities and unknowns,~respectively!:

A5 3
S ]y1

]a1
D

l 1

S ]y1

]as
D

l s

] ]

S ]yj

]a1
D

l 1

� S ]yj

]as
D

l s

] ]

S ]yr

]a1
D

l 1

S ]yr

]as
D

l s

4 ,

B53
S ]y1

]b1
D

z1

S ]y1

]bn
D

zn

] ]

S ]yj

]b1
D

z1

� S ]yj

]bn
D

zn

] ]

S ]yr

]b1
D

z1

S ]yr

]bn
D

zn

4 . (17)

The vector of corrections to the measurements,v, the vector of
corrections to the unknowns,u, and the vector of residuals of the
constraint equations,w, haves, n, andr elements,~respectively!.

In steady-state heat transfer in a heat exchanger, the overall heat
transfer coefficientU is equal:

U5
Q̇

AFDTm
, (18)

whereDTm is the log-mean temperature difference.
The preliminary calculations and the error propagation rule

show that among all indirectly measured quantities, the overall
heat transfer coefficientU has the highest measurement uncer-
tainty. The other quantities, that isx1 , . . . ,x6 can be treated as
exact values. In that case, the number of measurementss equals
the number of constraint equationsr. The matrixA becomes a unit
oneA52I and constraint equations~16! take the form:

Bu2v5w. (19)

In accordance with the error propagation rule, the uncertainty of
U equals:

dU5AS ]U

]Q̇D 2

dQ̇21S ]U

]DTm
D 2

d~DTm!2, (20)

whered(DTm) is the uncertainty of log-mean temperature differ-
ence calculated according to the error propagation rule, as well.
The uncertainty of heat transfer area has been neglected.

The basis of the unified approach is the assumption that all
quantities of the problem~measurements and unknowns! are
treated as observations, as it has been suggested by Mikhail@5#
and applied to the Wilson plot method by the authors of this paper.
Observations are those variables, for which covariance matrix is
known a priori. In this procedure, the extension of the covariance
matrix a priori of the measurementsFl by the additional covari-
ance matrix of the preliminary values of unknownsFz is needed.
The extended covariance matrix a priori is given by:

F̄5FFl 0

0 Fz
G . (21)

The covariance matrices a priori of the real dataFl and of
preliminary values of unknownsFz have the forms:

Fl5F 1

~dU1!2

�

1

~dUs!
2

G ,
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Fz53
1

~dCo
+ !2

1

~dp+!2

1

~dCi
+!2

1

~dm+!2

4 . (22)

The covariance matrixFl has elements, which are determined by
Eq. ~20!, while the covariance matrix of the preliminary values of
unknownsFz has to be assumed by the researcher. Due to the fact,
that the unknowns have uncertainties approaching infinity in clas-
sical sense, the elements of covariance matrixFz should be much
greater than the elements of covariance matrixFl . The prelimi-
nary calculations show that the uncertainties of unknowns can be
assumed to be as high as6200% of the preliminary values of
unknowns.

We need to introduce the block matrix of coefficients of mea-
surements and unknowns, treated as observations, as well. Now,
the constraint Eq.~19! take the form:

Āv̄5w, (23)

where:

Ā5@2I B #, v̄5Fv
uG . (24)

The matrixĀ hasr 3(s1n) dimension and the extended vectorv̄
contains the correction vector of measured quantitiesv and the
correction vector of preliminary values of unknownsu, and has
(s1n) elements.

The solution of so formulated adjustment problem is expressed
by @5,6#: the vector of corrections to measurements and un-
knowns:

v̄5F̄ĀT~ĀF̄ĀT!21w, (25)

and thea posteriori covariance matrix of measurements and un-
knowns:

Ḡā5F̄2F̄ĀT~ĀF̄ĀT!21ĀF̄. (26)

Estimates of the measurements and unknowns are given by:

ā5F ãb̃ G5F l
zG1Fv

uG . (27)

3 Example
In this section, the tube-fin air cooler having plain fins on an

array of tubes was tested. Water was passed through the tube-side
and air—through the shell-side. For this exchanger, 27 data points
were tested. Table 1 shows the values of directly measured quan-
tities of inlet and outlet mass flow rates, temperatures, heat trans-
fer rate and humidity of air, which are subject to uncertainties as
follows: dṁo5dṁi50.01@kg/s#, dT1o5dT2o5dT1i5dT2i

50.1@K#, dQ̇530@W#, dX50.1@g/kg#.
The directly measured quantities of inlet and outlet mass flow

rates, temperatures, heat transfer rate and humidity of air allow us
to calculate the values given in Table 2, that is: values of Reynolds
and Prandtl numbers and overall heat transfer coefficients. Based
on geometrical information and the data from Table 2 we can
evaluate the vectorlT5@U j

+ ,x1 j
+ , . . . ,x6 j

+ #, j 51,2, . . . ,s. The
quantitiesx1 , . . . ,x6 are treated as exact values. In this way the
vector l is reduced to the formlT5@U1

+ , . . . ,U j
+ , . . . ,Ur

+ #.
The preliminary values of unknowns are assumed as in litera-

ture @2#: zT5@Co
+ ,p+,Ci

+ ,m+#5@1.0,0.5,0.023,0.8#, while the pre-
liminary values of measurements, it meansU j

+ , are given in Table
2. The uncertainties of unknowns have been assumed to be as high
as about6200% of the preliminary values of unknowns, i.e.,

Fz53
1

2.02

1

1.02

1

0.052

1

2.02

4 , (28)

while the uncertainties of overall heat transfer coefficientsdU j
+ are

determined by Eq.~20!.

Table 1 Directly measured quantities

No.
ṁo

@kg/s#
T1o
@°C#

T2o
@°C#

ṁi
@kg/s#

T1i
@°C#

T2i
@°C#

Q̇
@W#

X1
@g/kg#

X2
@g/kg#

1 0.57 27.8 14.3 0.85 7.6 10.2 9650 11.0 9.7
2 0.93 27.9 16.0 0.85 7.6 10.8 11750 10.9 10.6
3 0.57 28.1 13.9 1.22 7.6 9.6 10550 11.4 9.7
4 0.93 27.9 15.9 1.22 7.6 10.1 12900 11.2 10.5
5 0.58 28.1 18.2 0.81 7.4 12.0 15750 20.8 13.7
6 0.93 28.3 20.9 0.82 7.5 13.0 19300 20.7 15.3
7 0.58 28.0 17.4 1.22 7.5 10.9 17350 20.6 13.0
8 0.57 31.4 14.9 0.82 4.1 8.6 16300 16.7 11.5
9 0.93 30.8 17.9 0.82 4.1 9.5 19200 16.4 13.2

10 0.57 31.4 14.1 1.28 4.0 7.3 18200 16.8 10.9
11 0.92 31.1 17.1 1.22 3.9 8.1 22000 16.5 12.5
12 0.39 28.5 12.0 1.01 5.1 7.8 11550 13.9 8.7
13 1.12 28.7 17.6 1.02 5.0 9.3 18750 14.0 11.8
14 0.75 28.8 14.7 1.41 5.0 7.9 17150 13.9 10.5
15 0.74 28.2 18.8 1.02 10.1 13.3 13700 17.6 13.9
16 0.75 35.2 14.7 1.01 4.1 7.8 16050 9.5 9.0
17 0.76 28.6 19.9 1.02 4.5 10.3 25650 25.9 15.7
18 0.74 28.8 14.8 1.02 5.1 8.5 14900 12.6 10.1
19 0.75 28.5 15.3 1.02 5.1 8.7 15650 13.6 10.5
20 0.75 28.4 15.4 1.01 5.1 8.7 15550 13.9 10.8
21 0.76 28.8 15.7 1.01 5.0 8.8 16500 14.2 10.8
22 0.74 28.7 15.2 1.02 5.1 8.6 15500 13.7 10.6
23 0.76 28.7 15.4 1.02 4.9 8.5 15700 13.8 10.8
24 0.74 28.6 15.1 1.02 5.1 8.5 15250 13.6 10.5
25 0.74 34.8 21.8 1.41 4.2 10.0 35050 31.5 17.8
26 0.90 35.2 26.2 0.61 4.1 15.3 28950 31.2 21.9
27 0.91 35.6 28.1 0.61 10.2 19.5 23950 31.7 24.4

Table 2 Values of Reynolds and Prandtl numbers and overall
heat transfer coefficients

No. Reo Pro Rei Pri
U

@W/m2K#

1 16943 0.694 14295 9.79 868
2 27580 0.694 14433 9.69 976
3 16947 0.694 20297 9.90 947
4 27585 0.694 20451 9.81 1054
5 17147 0.693 13963 9.51 1208
6 27394 0.693 14428 9.32 1371
7 17168 0.694 20672 9.69 1341
8 16850 0.693 12833 10.69 1031
9 27410 0.693 12990 10.53 1130

10 16869 0.694 19517 10.94 1150
11 27133 0.693 18797 10.82 1268
12 11619 0.694 15750 10.66 935
13 33112 0.693 16256 10.41 1211
14 22255 0.694 21981 10.66 1197
15 21858 0.693 18771 8.83 1210
16 22072 0.693 15542 10.84 922
17 22406 0.693 16429 10.32 1554
18 21954 0.694 16085 10.53 1056
19 22245 0.694 16127 10.50 1100
20 22245 0.694 15972 10.50 1091
21 22521 0.694 15980 10.50 1129
22 21945 0.694 16119 10.51 1084
23 22533 0.694 16035 10.57 1077
24 21951 0.694 16105 10.53 1071
25 21602 0.693 22442 10.43 1701
26 26129 0.692 10574 9.51 1405
27 26352 0.692 12650 7.77 1436
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The matrixB, in the considered example, is expressed by:
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j 51,2, . . . ,r . (29)

The computer program~written in Fortran 95!has been written
to estimate the unknowns and their uncertainties. The program
consists of three parts. First, all required geometrical information
and measurement data are provided and indirectly measured quan-
tities, i.e., overall heat transfer coefficients, are calculated. The
dimensions of vector,l, z, w, v̄ and of matricesF̄, Ā, Ḡā have to
be given. Then, uncertainties of indirect measurements and as-
sumed preliminary values of uncertainties of unknowns have to be
provided to create the covariance matrices a prioriFl and Fz .
Finally, the matrixĀ is created, using matrixB ~Eq. ~17!!. The
second part of the program implements iterative scheme suitable
to nonlinear problems. At each of the iterations the extended vec-
tor of corrections to indirect measurements and unknownsv̄ is
evaluated~Eq. ~25!!. The corrections are added to the current
values of measurements and unknowns. The corrected values from
the current step are the base of iteration in the next step. The
iteration procedure is continued until the corrections do not
change within the desired accuracy. In the last part, the estimates
of measurements and unknownsā ~Eq. ~27!! and the covariance
matrix a posterioriḠā ~Eq. ~26!! are evaluated. The uncertainties
of the estimates are the square roots of diagonal elements of the
matrix Ḡā .

The estimation procedure was convergent to the following re-
sults:

Co52.00060.097
p50.520060.0091
Ci50.040060.0039

m50.74060.016
J . (30)

Finally, the following heat transfer correlations were obtained:

Nuo5
hode

ko
52.0 Reo

0.52Pro
1/3, 11600<Reo<33100 (31)

Nui5
hid

ki
50.04 Rei

0.74Pri
0.4. 10500<Rei<22500 (32)

The quality of fit of the derived correlations with experimental
data is shown in Fig. 1. The relative error of U is not higher than
7.5%, what indicates a high quality of fit. Furthermore, it should
be noticed that the fin efficiency was directly taken into account
without any additional iterative scheme.

4 Conclusions
We have presented that the unified Wilson plot method is an

useful tool for determining heat transfer correlations for heat ex-
changers, if only we are able to write one Nusselt correlation for
one side of the exchanger and there are no phase changes in the
fluid streams. This approach has no other limitations of modified
methods and allows one to determine any number of unknowns
for arbitrary chosen heat transfer correlations, if the number of
supplementary data is large enough. It is worth to mention that the
heat transfer correlations may have any form, not only the form of
monomials. When we apply the unified method—it means we
treat the unknowns as observations with covariance matrix a
priori—the solution is more stable than in the classical approach,
i.e., when the constraint equations have the form of Eqs.~16! or
~19!. Moreover, the fin efficiency can be taken into account in a
direct way, what is the main advantage of the suggested unified
plot technique.
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Nomenclature

A 5 heat transfer area@m2#
Atn 5 tube outside primary surface area~without the area of

fins! @m2#
C 5 constant in heat transfer correlations
d 5 inside tube diameter@m#

de 5 equivalent diameter@m#
F 5 log-mean temperature difference correction factor
h 5 heat transfer coefficient@W/~m2K!#

he 5 fin height @m#
i 5 evaporation enthalpy of air@J/kg#
k 5 thermal conductivity@W/~mK!#

m 5 tube-side Reynolds number exponent
ṁ 5 fluid mass flow rate@kg/s#

ṁda 5 dry air mass flow rate@kg/s#
n 5 number of unknowns

Nu 5 Nusselt number
p 5 shell-side Reynolds number exponent

Pr 5 Prandtl number
q 5 number of resistances

Q̇ 5 heat transfer rate@W#
R 5 heat conduction resistance@m2K/W#
r 5 number of constraint equations

Re 5 Reynolds number
s 5 number of measurements
T 5 temperature@K#
U 5 overall heat transfer coefficient@W/~m2K!#
X 5 humidity of air @kg/kg#

Greek Letters

ã 5 vector of estimates of measurements
b̃ 5 vector of estimates of unknowns
x 5 coefficient defined by Eq.~3!
d f 5 fin thickness@m#

DTm 5 log-mean temperature difference@K#
g 5 fin efficiency parameter@1/m#

h f 5 fin efficiency
Fig. 1 The comparison of measured and estimated values of U
using the unified Wilson plot method
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Matrices

A 5 matrix of coefficients of measurements
B 5 matrix of coefficients of unknowns
Fl 5 covariance matrixa priori of measurements
Fz 5 covariance matrixa priori of unknowns

l 5 vector of measurements
u 5 vector of corrections to unknowns
v 5 vector of corrections to measurements
w 5 vector of residuals of constraint equations
z 5 vector of preliminary values of unknowns

Subscripts

1 5 inlet
2 5 outlet
f 5 fin
i 5 inside
o 5 outside
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Correction for Exponential
Dependence of Viscosity on
Temperature for Natural Convection
by an Integral Method
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Kansas, Lawrence, KS 66045

It is common to correct for the effect of exponential dependence
on inverse absolute temperature of the viscosity on the Nusselt
number for laminar natural convection by multiplying the corre-
lation for constant properties by a factor~m` /mw!n to obtain
Nu5C Ra1/4~m` /mw!n. That there is a sound basis for the func-
tional form of this corrective term is newly shown by employing
an integral method to obtain closed-form solutions to the laminar
boundary-layer equations for the case of a vertical plate of speci-
fied temperature immersed in such a liquid. The basis for the
alternative means of correction by using the correlation for con-
stant properties with viscosity evaluated at a special reference
temperature is also shown.@DOI: 10.1115/1.1573228#

Keywords: Boundary Layer, Convection, Heat Transfer, Natural
Convection

Introduction
Kakac et al.@1#, in their survey of the influence of variable

properties on natural convection, report that a special correction
for Nusselt number-versus-Rayleigh-number correlations is sug-
gested for a fluid, such as an oil or water, whose viscosity varies
exponentially with inverse absolute temperature. This correction,
apparently first suggested by Akagi@2# to correlate his numerical
solutions to similarity formulations, for this effect for the laminar
state is to multiply the correlation for constant properties by a
factor (m` /mw)n to obtain Nu5C Ra1/4(m` /mw)n. Fujii et al.
@3,4#successfully correlated their measurements for an electrically
heated vertical cylinder in this way, findingn50.21 for a constant
temperature boundary condition andn50.17 for a constant heat
flux boundary condition. They also found that evaluation of all
properties at a reference temperatureTr5Tw2(1/4)(Tw2T`) en-
ables the correlation for constant properties to be accurate without
any other correction. Ito et al.@5# later applied the integral method
to the same problem without additional recommendation. Later,
Chu and Hickox@6# showed that evaluation of all properties at the
film temperature enabled their measurements of natural convec-
tion from a horizontal plate at the bottom of a rectangular enclo-
sure, cooled at the top and filled with corn syrup, to be correlated
with n50.035, a much smaller value of the exponent.

According to Kakac et al.@1#, the only known basis for the
multiplicative viscosity correction, other than its success in corre-
lating measurements and calculated results, is the procedure set
forth earlier by Sieder and Tate@7# to correlate measurements of
heat transfer coefficients for fully developed laminar flow of oils
in tubes. The Sieder-Tate viscosity correction exponent isn
50.14, close to the values found for natural convection. Oskay
and Kakac@8,9# demonstrated that the exponent of the viscosity
correction depends upon the conditions of the application, finding
the best value of the exponent to be 0.152 for mineral oils in
laminar flow in tubes.

In the following, an analytical basis for the (m` /mw)n form of
the viscosity corrective term for the Nusselt-Rayleigh number cor-
relation for constant properties will be developed. Closed-form
solutions will be obtained to the integral form of the laminar
boundary layer equations for natural convection from a vertical
plate to a liquid whose viscosity has an exponential dependence
on inverse absolute temperature. The functional form of the vis-
cosity correction and the numerical value of its exponent will be
discerned from these solutions. The basis for selecting a reference
temperature at which viscosity can be evaluated to enable the
correlation for constant properties to be used without other cor-
rection will also be shown.

Formulation and Solution
The physical configuration for the problem of natural convec-

tion from a vertical plate under consideration is illustrated in Fig.
1. The wall temperature is taken to be less than the environmental
temperature so that flow is downward. The integral forms@10# of
the x-motion and energy equations, respectively, are

2
]~du1

2i 4!

]x
1gbE

0

d

~T2T`!dy5n
]u~y50!

]y
(1)

and

]@du1~Tw2T`!i #

]x
52a

]T~y50!

]y
(2)

where

i 5E
0

1 u

u1
udh (3a)

and
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i 45E
0

1S u

u1
D 2

dh (3b)

Except for the temperature dependence of density that is taken
into account only in the buoyancy term of the x-motion equation,
all properties other than viscosity are taken to be constant.

Similarity solutions@1# reveal that the viscosity variation pri-
marily affects the velocity distribution, having much less effect on
the temperature distribution. Therefore, a temperature distribution
for Eqs.~1! and~2! can be obtained by requiring a polynomial to
satisfy the five conditions of known temperature at the wall and at
the edge of the boundary layer, local energy equation at the wall
and at the edge of the boundary layer, and vanishing heat flux at
the outer edge of the boundary layer

T~y50!5Tw , T~y5d!5T` , ]2T~y50!/]y250, ]2T~y

5d!/]y250, ]T~y5d!/]y50

So doing results in, withh5y/d,

u5~T2T`!/~Tw2T`!5~12h!2 (4)

A velocity distribution for the same service is obtained in a
different way in order to incorporate the influence of variable
viscosity. Because of the slow motion of the fluid, the body and
shear forces are expected to be nearly in equilibrium so that

d~m]u/]y!

dy
'2gb~T2T`!

Two integrations with respect to y give an approximate velocity
distribution to be

u5u1@ I ~h!1C1I 1~h!1C2# (5)

where

I ~h!5E
0

hS m`

m E
0

h

udh D (6)

and

I 1~h!5E
0

h m`

m
dh (7)

As has been done by others@@10#, p. 393#, the lead coefficient on
the right-hand side of Eq.~5! is taken to beu1 so that there are

two parameters,u1 andd, to be determined in the course of solv-
ing Eqs.~1! and~2!. So doing is analogous to taking the velocity
boundary layer and the thermal boundary layer thickness to be
different. Thus,d andu1 are parameters whose values best enable
the x-motion and energy equations to be satisfied on the average
over the boundary layer for the profiles used. Settingu(y50)
505u(y5d) gives the constants of integration as

C250 and C152E
0

1S m`

m E
0

h

udh D dh/E
0

1 m`

m
dh

The viscosity depends upon the inverse absolute temperature as

m`

m
5expFBS 1

T`
2

1

TD G (8)

Under the assumption that the absolute temperature T does not
vary greatly from the film temperatureTf5Tw2(1/2)(Tw2T`)
the viscosity ratio is taken to be

m`

m
5exp@6bu# (9)

in which

b5
BuTw2T`u

TfT`

The plus sign is used if the wall temperatureTw exceeds the
ambient temperatureT` , while the negative sign is used ifTw is
less thanT` . For mathematical convenience, the case ofTw
,T` is pursued in this study.

After substitution of the temperature distribution of Eq.~4! and
the viscosity ratio of Eq.~9! into Eqs.~6! and~7!, the integrals are
evaluated with the aid of Maple@11# to be

6b2I 5b3/2p1/2@erf~b1/2!2erf~z!#1~b11!exp~2b!2~z2

11!exp~2z2! (10a)

2b1/2I 15p1/2@erf~b1/2!2erf~z!# (10b)

and

3C1511@~b11!exp~2b!21#/@p1/2b3/2erf~b!# (10c)

with z5b1/2(12h). The velocity distribution follows substitution
of Eq. ~10! into Eq. ~5! as

6b2
u

u1
52~b11!exp~2b!1~z211!exp~2z2!

1
~b11!exp~2b!21

erf~b1/2!
@erf~b1/2!2erf~z!# (11)

Use of the temperature distribution of Eq.~4! and the velocity
distribution of Eq.~6! in the two integrals of Eq.~3! leads, with
the aid of Maple@11#, to

3b7/2i 5
5p1/2

16
erf~b1/2!2

@12~b11!exp~2b!#2

6p1/2erf~b1/2!

2
b1/2@b~b11!/31b/215/4#exp~2b!

2
(12)

and

Fig. 1 The physical situation and coordinate system
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36b9/2i 45H 2S 2

p D 1/2F12~b11!exp~2b!

erf~b1/2!
G 2

1
27

32 S p

2 D 1/2J erf@~2b!1/2#

1
2

p1/2

12~b11!exp~2b!

erf~b1/2!
F5

4
2S b1

5

4Dexp~22b!G
1b1/2S 21

16
1

11

4
b1b2Dexp~22b!2

3p1/2

4
@~b11!

3exp~2b!11#erf~b1/2! (13)

If the wall temperature exceeds the temperature of the ambient
fluid the familiar error function erf(z) @12# in the solutions is then
replaced by the less familiar Dawson’s integral dawson(z) @12#,
both functions that are recognized by Maple@11#. However, the
conclusions that flow from that case are the same as those that
follow.

Use of these distributions in Eqs.~1! and~2! enables them to be
rewritten as

2
d~du1

2i 4!

dx
1

gbduTw2T`u
3

5n`

u1

d
C1 (14)

and

d~du1i !

dx
5

2a

d
(15)

The functional forms of u1 andd are assumed to be

d5K2xp (16a)

and

u15K1xs (16b)

as done in the constant-property case@@10#, p. 393#. Use of these
assumed forms in Eqs.~14! and ~15! results in, for thex-motion
equation,

2 i 4~K1K2!2~2s1p!x2s12p211~gbuTw2T`u/3!K2
2x2p

5K1C1n`xs

and, for the energy equation,

iK 1K2
2~s1p!xs12p2152a

Since these two relationships hold for allx, the exponents must all
be the same in each. Thus,

2s12p2152p5s and s12p2150

from which it is found that

s51/2 (17a)

and

p51/4 (17b)

With these values forp ands in hand, it is next found that

K158a/~3iK2
2! (18a)

and

K2
45

8an`C1

igbuTw2T`u S 11
10i4

3iC1Pr̀ D (18b)

Discussion
The Nusselt number can be obtained from the foregoing results.

The heat fluxqw at the plate is related to the temperature differ-
ence and to the temperature gradient as

qw5h~Tw2T`!52k]T~y50!/]y

The local heat transfer coefficienth follows from this as

h52
k

d

]u~h50!

]h

Use of Eqs.~16!–~18! in this relationship then gives

h

k
52F i

8C1

gbuTw2T`u
an`

Pr̀

Pr̀ 1
10i̇4
3C1i

G 1/4

x21/4

The average heat transfer coefficienth̄ being 4h/3, the average
Nusselt number Nu–Rayleigh number Ra relationship is

Nu

Rà1/4
5

8

3 F i

8C1

Pr̀

Pr̀ 1
10i̇4
3C1i

G 1/4

(19)

In the case of small viscosity variation for whichb→0, it is
found with the aid of Maple@11# that

i 5
1

112S 12
49

81
b1 . . . D , C15

1

4 S 11
1

9
b1 . . . D , i 4

5
1

1296S 12
229

220
b1 . . . D

The average Nusselt number forb50 is

Nu

Rà1/4
5

4

3 F 1

14

Pr̀

Pr̀ 1
280

243
G 1/4

For Pr̀ 50.73 as it is for air, this becomes

Nu

Rà1/4
50.544

which is only 2% below the recommended@13# value of 0.555 on
the right-hand side. For small values ofb, the Nusselt number
dependence upon the parameterb is

Nu~b!

Nu~b50!
512

29

162S 12
2983

4640

1

Pr̀ 1
280

243
D b1 . . .

Comparison of this result with the series

e2nb512nb1 . . .

for the expansion of an exponential justifies the approximation
that

Nu~b!

Nu~b50!
'~e2b!n5S m`

mw
D n

(20)

in which

n5
29

162S 12
2983

4640

1

Pr̀ 1
280

243
D 50.179

Pr̀ 10.5094

Pr̀ 11.152
(21)

The ratio in Eq.~20! ameliorates the consequences of inaccuracies
in the assumed profiles.

Equation~20! is the functional form of the correction that is
sought. The variation of the Nusselt number ratio versus the vis-
cosity ratio predicted by Eqs.~19! and ~20! is shown in Fig. 2.
There it can be seen that Eq.~20! with n50.167 is a good ap-
proximation for the moderate Prandtl number, Pr`'10, that is
characteristic of water; it can be shown thatn50.176 is a good
approximation for the large Prandtl number, Pr`'103, that is
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characteristic of oils. These values differ slightly from the findings
by Fujii et al. @3#, partly due to the fact that effects of curvature
result in velocity and temperature distributions that differ from
those used in this analysis@14#.

To see that evaluation of the viscosity at the film temperatureTf
reduces the exponent of the viscosity correction, note that the
Nusselt number is then given by

Nu

CRaf
1/4

5S m f

m`
D 1/4S m`

mw
D n

(22)

Appealing to the temperature dependence of Eq.~8!, this relation-
ship can be rewritten as

Nu

CRaf
1/4

5expH BS 1

T`
2

1

Tw
D Fn2

Tw

4~T`1Tw!G J 5S m`

mw
D m

It is seen that the new exponentm of the viscosity correction term
is less than the value n as

m5n2
Tw

4~T`1Tw!
(23)

This result can be compared with that of Chu and Hickox@6# for
which the temperatureTw of the heated strip was 315.7 to
347.6°K and the temperatureT` of the top was 277.1°K to
323.1°K. With the averages of these values it is predicted that

m'0.1672
330

4~3001330!
50.036

This result is in fair agreement with their finding thatm50.035.
The reference temperatureTr at which to evaluate the viscosity

so that the constant property correlation can be employed can be
ascertained in a similar way. For this reference temperature

Nu

CRar
1/4

5S m r

m`
D 1/4S m`

mw
D n

In parallel with the previous manipulation, it is found that

Nu

CRaf
1/4

5expH B

4 F 1

Tr
2

1

T`
14nS 1

T`
2

1

Tw
D G J

Setting the exponent on the right-hand side equal to zero leads to

Tr5Tw2F Tw

Tw14n~T`2Tw!
~124n!G~Tw2T`! (24)

If n50.179 as shown by Eq.~21!, Eq. ~24! gives Tr5Tw
20.284(Tw2T`); if n50.167 to fit the complete solution plotted
in Fig. 2, Eq.~24! givesTr5Tw20.333(Tw2T`). For the condi-
tions of Fujii et al.@3# for oils in which 56°C,Tw,152°C and

21°C,T`,62°C, use of the average values withn50.176 gives
Tr5Tw20.334(Tw2T`). Although the 0.284, 0.333, and 0.334
values of the coefficient of the temperature difference are above
the 1/4 value recommended by Akagi@2# and Fujii et al.@3#, there
is agreement that the reference temperature is closer to the wall
temperature than is the film temperature.

Nomenclature

b 5 dimensionless form ofB, see Eq.~9!
B 5 constant in the viscosity-temperature relation-

ship, see Eq.~8!
C 5 constant

C1 5 constant of integration, see Eq.~5!
C2 5 constant of integration, see Eq.~5!
Cp 5 specific heat at constant pressure, J/kg°K

dawson (z) 5 Dawson’s integral,5exp(2z2)*0
z exp(h2)dh

e 5 natural number,e52.71828 . . .
erf(z) 5 error function,5*0

z exp(2h2)dh
g 5 gravitational acceleration, m/s2

h 5 local heat transfer coefficient, W/m2°K
h̄ 5 average heat transfer coefficient,5(1/x)*0

xhdx8
i 5 integral, see Eq.~3a!

i 4 5 integral, see Eq.~3b!
I 5 velocity distribution integral, see Eq.~6!

I 1 5 velocity distribution integral, see Eq.~7!
k 5 thermal conductivity, W/m°K

K1 5 constant, see Eq.~18a!
K2 5 constant, see Eq.~18b!
m 5 constant exponent, see Eq.~23!
n 5 exponent of the viscosity ratio, see Eqs.~20! and

~21!
Nu 5 Nusselt number,5h̄x/k, dimensionless

p 5 constant exponent, see Eq.~16a!
Pr 5 Prandtl number,5n/a, dimensionless
q 5 heat flux, W/m2

Ra 5 Rayleigh number,5gbuTw2T`ux3/an, dimen-
sionless

s 5 constant exponent, see Eq.~16b!
T 5 absolute temperature, °K
u 5 x-component of velocity

u1 5 parameter, see Eq.~5!
x 5 distance along the wall from the boundary layer

origin, m
y 5 distance normal to the wall, m

Greek

a 5 thermal diffusivity,5k/rCp , m2/s
b 5 coefficient of thermal expansion, °K21

d 5 boundary layer thickness
h 5 dimensionless distance normal to the wall,5y/d
u 5 dimensionless temperature, see Eq.~4!
m 5 dynamic viscosity, kg/m s
n 5 momentum diffusivity,5m/r, m2/s
p 5 natural number,p53.14159 . . .
r 5 density, kg/m3

Subscripts

f 5 evaluated at the film temperature
r 5 evaluated at the reference temperature

w 5 evaluated at the wall temperature
` 5 evaluated at the ambient temperature
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Numerical results are presented for heat transfer enhancement
using electric field in forced convection in a horizontal channel.
The main objective of the present study is to verify the assumption
that is commonly used in the numerical study of this kind of prob-
lem, which assumes that the electric field can modify the flow field
but not vice versa (i.e., the so-called one-way coupling). To this
end, numerical solutions are obtained for a wide range of govern-
ing parameters~V0510, 12.5, 15 and 17.5 kV as well as ui
50.0759 to 1.2144 m/s) using both one-way and two-way cou-
plings. The results obtained, in terms of the flow, temperature, and
electric fields as well as the heat transfer enhancement, are thor-
oughly examined. Since the difference in the results obtained by
two approaches is insignificant, it is concluded that the assump-
tion of one-way coupling is valid for the problem considered.
@DOI: 10.1115/1.1578505#

Keywords: Computational, Electric Fields, Enhancement, Forced
Convection, Heat Transfer

Introduction
Heat transfer between a surface and ambient air can be signifi-

cantly increased through the application of electric field. When a
high voltage is applied to a fine wire or a sharp needle, air in its
vicinity is ionized and the ions are drawn towards the electrical
ground. The collisions between the ions and the neutral air mol-
ecules during the transit produce a jet stream of corona wind that
impinges the grounded surface. The impingement disturbs the
boundary layer developed from the grounded surface and thus
enhances the heat transfer between the surface and its ambient air.

Due to the complicated interactions among the electric, flow,
and temperature fields, studies of heat transfer enhancement by
electric fields are mostly accomplished by experiments. Numerical
solutions are possible but usually subject to some simplification of
these complicated interactions@1–6#. One of the most common
assumptions employed is the one-way coupling between the elec-
tric and flow fields, which is valid only when the velocity of
corona wind is much higher than that of the bulk flow. Under this
assumption, an electric field can have influences over the flow
field, but not vice versa. Although the assumption may seem rea-
sonable~and deemed necessary in some cases!, it has never been
verified. One of the difficulties to verify this assumption is asso-
ciated with the accurate measurement of corona wind velocity.
Even with the nonintrusive measurement technique like laser
Doppler anemometry, the seeding particles become charged in
the presence of electric field. As such, the measured~particle!
velocity is a function of both corona wind and electrostatic pre-
cipitation @7#. It is the purpose of this study to verify the assump-
tion through a comparison of the results obtained from both one-
way and two-way couplings as they were applied to the problem
of EHD-enhanced forced convection in a horizontal channel.

Formulation and Numerical Method
The geometry considered is a two-dimensional channel with a

length of 21 cm and a height of 6 cm~Fig. 1!. This channel has
exactly the same dimensions as that used by Yamamoto and
Velkoff @8# so that their experimental data of electric field can be
used for comparison in the present study. The walls are electri-
cally grounded and maintained at a constant temperature ofTw .
Air with a uniform velocityui and temperatureTi is introduced to
the channel. A fine wire is suspended in the center of the channel
and is charged with a direct current at a high positive voltage to
generate the electric field. Four applied voltages~10, 12.5, 15, and
17.5 kV! are considered in this study. Due to the symmetry of the
problem, only half the channel is used for computations.

The governing equations for the electric field are derived from
Maxwell equations and are given by@9#

¹2V52
rc

«0
, (1)

and

2¹rc•¹V1
rc

2

«0
1

1

b
¹rc•uW 50. (2)
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Fig. 1 A two-dimensional channel with constant wall tempera-
ture and one electrode wire located at the center „the shaded
area represents the computational domain …
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Clearly, it is the third term in the above equation that provides the
coupling from flow field to electric field. If one-way coupling is
assumed, Eq.~2! is simplified to give

¹rc•¹V5
rc

2

«0
. (3)

The corresponding boundary conditions for the electric field are:

V5V0 , at the wire (4a)

]V

]x
50, at the channel inlet and outlet~x50,L! (4b)

V50, along the grounded wall~y5H ! (4c)

]V

]y
50, along the centerline~y50! (4d)

The governing equations for the flow and temperature fields are:

]u

]x
1

]v
]y

50, (5)

]u

]t
1u

]u

]x
1v

]u

]y
52
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r

]p
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1nS ]2u

]x2
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]2u

]y2D 2
rc

r

]V

]x
, (6)

]v
]t

1u
]v
]x

1v
]v
]y

52
1

r

]p

]y
1nS ]2v

]x2
1

]2v

]y2D 2
rc

r

]V

]y
, (7)

]T

]t
1u

]T

]x
1v

]T

]y
5aS ]2T

]x2
1

]2T

]y2D . (8)

The last term in the momentum equations, Eqs.~6! and ~7!, rep-
resents the electric body force, which provides the coupling from
electric field to flow field. The effects of Joule heating have been
shown negligible for most heat transfer applications@10#.

The dimensionless governing equations in terms of the stream
function and vorticity are given by

]2C

]X2
1

]2C

]Y2
52V, (9)

]V

]t
1
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]V
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]2V

]Y2 D 1
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2
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2 S ]rc
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]X
2

]rc
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(10)

]u

]t
1

]C

]Y

]u

]X
2

]C

]X

]u

]Y
5

1

PeS ]2u

]X2
1

]2u

]Y2D . (11)

Since the electric characteristic velocityue is no longer a con-
stant in the two-way coupling approach, we use the inlet velocity
ui as the reference velocity. This is different from most studies
based on one-way coupling@1–6#.

The corresponding boundary conditions for the flow and tem-
perature fields are:

X50, V50, C5Y, u51. (12a)

X5
L

H
,

]V

]X
50,

]C

]X
50,

]u

]X
50. (12b)

Y50, V50, C50,
]u

]Y
50. (12c)

Y51, V52
]2C

]Y2
, C51, u50. (12d)

For one-way coupling, the algorithm used to calculate the elec-
tric field is the same as that proposed by Yamamoto and Velkoff
@8#. In this approach, the electric field can be determined indepen-
dently of the flow field following the steps outlined below.

1. The potential distribution is first calculated by solving Eq.
~1! with the assumption of no charge density.

2. After the potential distribution is known, the charge density
can be determined by solving Eq.~2! with an initial guess of the
charge density at the wire.

3. Given the charge density, the potential distribution can be
recalculated using Eq.~1!.

4. With the newly available potentials, the charge density can
be updated by solving Eq.~2!.

5. The process is repeated until both potential and charge den-
sity converge. When converged, the current density on the ground
surface is calculated using

I 52E
0

L

rcbS ]V

]x DLwdx. (13)

If this value agrees well with the experimental data@8#, then the
electric field is determined. Otherwise, a new charge density at the
wire is assumed and the process is repeated from step~2!.

For two-way coupling, the electric field has to be determined
simultaneously with the flow field. At each time step, the electric
field is first calculated, followed by the flow field. After the flow
field is determined, the electric field is recalculated using the most
recently available velocity data. As such, the numerical approach
based on the two-way coupling is more computationally intensive
~and thus more time consuming! than that of one-way coupling.

To evaluate the heat transfer results, the local Nusselt number at
the wall is calculated by

NuX5
Dh

L

Ti2Tw

Tw2Tm
S ]u

]YD
Y51

. (14)

The average Nusselt number can then be obtained from the local
Nusselt number by

Nu5
1

A E
0

A

NuxdX. (15)

For periodic flows, the time-averaged Nusselt number is deter-
mined by averaging the Nusselt number over a period of oscilla-
tion and is given by

Nu5
1

tP
E

t

t1tP

Nu dt (16)

wheretP is the period of oscillation, and Nu is determined from
Eq. ~15! at each time step.

A finite difference method based on the control volume ap-
proach @11# was used to solve the governing equations~Eqs.
9–11! subject to the boundary conditions imposed~Eq. 12!. A
uniform grid ~225333! has been shown to produce satisfactory
results@12#. A time step of 531024 was used in the present cal-
culations. To ensure that the oscillation in flow and temperature
fields is not induced by numerical stability, the time step has been
reduced to 1025 and 531025 and nearly identical results were
obtained.

To validate the code, heat transfer by forced convection with-
out electric field in the same conditions were calculated and
compared with the empirical correlation~Eq. 17!available in the
literature@13#.

Nu057.551
0.024~x* !21.14

110.0358~x* !20.64Pr0.17
, x* 5

x

Dh Re Pr
.

(17)
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The discrepancy found varies from one to six percent, depending
on the Reynolds number, which is acceptable in the consideration
of the uncertainty involved in the correlation itself.

Results and Discussion
It has been reported that the flow field under the influence of

corona wind can develop into steady or oscillatory modes depend-
ing on the strength of flow inertia and electric body force@12#.
The same phenomena were observed in the present study. The
relative magnitude of flow inertia and electric body force can be
quantified by the EHD number, which is defined below,

NEHD5
HI

brui
2Ap

. (18)

It is the ratio of the electric body force to inertial force and is
expressed in terms of the measurable quantities@12#. When the
value is zero, it represents pure forced convection. When the value
approaches infinity, it becomes the corona wind dominated flow.
As reported by Lai et al.@12#, oscillatory flows usually occur
whenNEHD.1.

When the flow and temperature fields are steady, the results
obtained from one-way and two-way coupling are exactly the
same. Both show that a secondary flow~i.e., recirculating cell!
appears directly above the wire as the result of the interaction
between the corona wind and the primary flow. As the Reynolds
number increases, the strength of the recirculating cell decreases.
The impingement of the corona wind on the wall perturbs the
thermal boundary layer. It increases the local heat flux at the re-
gion directly above the wire. However, the perturbation of thermal
boundary layer by the corona wind is suppressed when the Rey-
nolds number increases.

When the flow and temperature fields become oscillatory,
which usually occurs at a low Reynolds number and a high ap-
plied voltage, the results obtained from one-way and two-way
coupling are still quite similar but there exist slight differences
between them. Figures 2–5 show the variation of flow and tem-
perature fields~in terms of streamlines and isotherms, respec-
tively! through a complete cycle of oscillation. The semicircle in
the center of the lower boundary indicates the location of the wire.
For this particular case, V0515 kV and Re5450 (ui
50.057 m/s), one notices that there is a small difference in the
oscillating period despite the similarity in the flow and tempera-
ture profiles. Also there is a small phase shift between these two
results. Nevertheless, both results have captured the nature of the
flow oscillation. When no flow is introduced to the channel, the

Fig. 2 Flow fields at V0Ä15 kV and ReÄ450, „a… tÄ55.8, „b…
tÄ56.4, „c… tÄ57.0, „d… tÄ57.6, and „e… tÄ58.2, „one-way cou-
pling, DCÄ0.2…

Fig. 3 Flow fields at V0Ä15 kV and ReÄ450, „a… tÄ57.9, „b…
tÄ58.5, „c… tÄ59.1, „d… tÄ59.7, and „e… tÄ60.2, „two-way cou-
pling, DCÄ0.2…

Fig. 4 Temperature fields at V0Ä15 kV and ReÄ450, „a…
tÄ55.8, „b… tÄ56.4, „c… tÄ57.0, „d… tÄ57.6, and „e… tÄ58.2, „one-
way coupling, DuÄ0.1…

Fig. 5 Temperature fields at V0Ä15 kV and ReÄ450, „a…
tÄ57.9, „b… tÄ58.5, „c… tÄ59.1, „d… tÄ59.7, and „e… tÄ60.2, „two-
way coupling, DuÄ0.1…
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flow field is induced by the electric field alone and remains stable.
Four recirculating cells produced by the corona wind locate sym-
metrically about the center of the channel. When an external flow
is introduced to the channel, the symmetry of corona-induced flow
is destroyed. As a result, one can clearly observe the regeneration
and destruction of the secondary cells in the flow field, which in
turn produces a wave-like isotherm pattern in the temperature
field. The periods of oscillation as predicted by one-way coupling
and two-way coupling are mostly the same. For the cases in which
they are different, the difference is usually small~less than 0.1
dimensionless time!.

The reason why the prediction of flow and temperature fields
using one-way and two-way coupling agrees so well is attributed
to the small change of the electric field by the bulk airflow. For the
range of inlet velocities considered in the present study, it is found
that the modification of electric field by air flow is quite negli-
gible. To produce a noticeable change in the electric field by con-
vective air, one needs to increase the inlet velocity substantially
~for example,ui55 m/s, which is about four times of the maxi-
mum velocity considered in the present study!. From Fig. 6, it is

clear that most changes in the potential and charge density takes
place at a location far away from the wire. Also, the magnitude of
these changes is observed to be proportional to the distance from
the wire. The charge density at the wire is found to be 9.62
31024 C/m3 when one-way coupling approach is used while it is
9.7131024 C/m3 when two-way coupling approach is applied.
The ion velocity is found to vary from2160 to 160 m/s, which is
more than 30 times of the inlet air velocity. As a result, the modi-
fication of the electric field by convective air is minimal. How-
ever, it is interesting to observe that the electric field also becomes
oscillatory when the flow and temperature fields are oscillatory,
which is something cannot be revealed using the one-way
approach.

For the present study, the heat transfer enhancement is defined
as the ratio of the Nusselt number resulted from the application of
electric field to that without the electric field. The heat transfer
enhancement is shown in Fig. 7 as a function of the EHD number.
For oscillatory flows, the time-averaged Nusselt numbers along
with its maximum and minimum values are presented. As ob-
served, oscillatory flows usually occur at a large EHD number
~i.e., a low Reynolds number at a given electric field! and nor-
mally lead to a higher heat transfer enhancement. For oscillatory
flows, the average Nusselt numbers predicted by both approaches
are nearly the same. But, there are slight differences in the maxi-
mum and minimum values. From the figure, one also observes
that heat transfer enhancement increases with the applied voltage
and is negligible when the EHD number is less than 0.1. The
maximum heat transfer enhancement can be as high as 3.5 times
of that without electric field. Although the applied voltage may
seem high in the present application, the current involved is con-
siderably low. As such, the power required is very small, which
make this an effective heat transfer enhancement technique.

Fig. 6 Modification of electric field by air flow, V0Ä15 kV and
u iÄ5 mÕs: „a… charge density, and „b… potential „one-way
coupling—solid line, two-way coupling—dashed line …

Fig. 7 Heat transfer enhancement as a function of EHD number: „a… V0Ä10.0 kV, „b… V0Ä12.5 kV, „c… V0
Ä15.0 kV, „d… V0Ä17.5 kV
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Conclusions
Numerical results have been presented for heat transfer en-

hancement in forced convection by electric fields. Although two
different approaches~one-way and two-way coupling! were used
to determine the interactions between the electric and flow fields,
their differences are usually negligible. The results thus justify the
use of one-way coupling in earlier studies. Further analysis shows
that the ion velocity driven by charge mobility is typically two-
order of magnitude larger than the inlet air velocity, which also
lends the support of formulation based on one-way coupling. In
summary, corona discharge is found to be an effective way in heat
transfer enhancement. The enhancement increases with the ap-
plied voltage and can be as high as 350% from the present study.
Both numerical approaches predict the existence of oscillatory
flows, which is the main mechanism for the high heat transfer
enhancement.

Nomenclature

A 5 aspect ratio of the computational domain,L/H
Ap 5 surface area of the wall,@m2#

b 5 ion mobility, b51.431131024 m2/V•s for positive
ions in air

Dh 5 hydraulic diameter of the channel,@m#
H 5 distance between wire and plate,@m#
h 5 convective heat transfer coefficient,@W/m2

•K#
I 5 total current,@A#
k 5 thermal conductivity,@W/m•K#
L 5 length of the channel,@m#

Lw 5 length of the wire,@m#
Nu 5 average Nusselt number,hL/k

Nux 5 average Nusselt number,hx/k
Nu 5 time-averaged Nusselt number
Pe 5 Peclet number,uiH/a
Pr 5 Prandtl number,n/a
p 5 pressure,@Pa#

Re 5 Reynolds number,uiH/n
t 5 time, @s#
T 5 temperature,@K#

Tw 5 wall temperature,@K#
Ti 5 temperature of fluid at inlet,@K#
uW 5 velocity vector,@m/s#
u 5 velocity in x-direction,@m/s#

ue 5 characteristic velocity of ionic wind,Arc0V0 /r,
v 5 velocity in they-direction,@m/s#

V 5 electric potential,@V#
V0 5 electric potential at the wire,@V#

v̄ 5 dimensionless electric potential,V/V0
x, y 5 Cartesian coordinate,@m#

X, Y 5 dimensionless Cartesian coordinates,X5x/H, Y
5y/H

a 5 thermal diffusivity,@m2/s#
«0 5 permitivity of free space,«058.854310212 F/m
n 5 kinematic viscosity,@m2/s#
u 5 dimensionless temperature, (T2Tw)/(Ti2Tw)
r 5 fluid density,@kg/m3#

rc 5 space charge density,@C/m3#
rc0 5 space charge density at the wire,@C/m3#
rc 5 dimensionless space charge density,rc /rc0
t 5 dimensionless time,uit/H

C 5 dimensionless stream function
V 5 dimensionless vorticity
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